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Abstract: Cancer of the cervix, commonly called cervical cancer, is a type of cancer that develops in the cells of the cervix, 

which is the lower portion of the uterus that attaches to the vagina. It hardly shown symptoms in its early stage. To detect the 

disease, regular is required, however larger population of women not aware of this approach while many shy away and refuse to 

take the test. Hence cervical cancer spread like wild fire among women and being the most common cause of cancer disease it 

result to untimely death among women in our society today. In this research, the performance of a few sophisticated ensemble 

models, such as Bagging Classifier and Adaptive Boosting (AdaBoost) Classifier, is shown for the purpose of predicting a 
diagnosis of cervical cancer based on recorded cancer risk factors and target variables. Accuracy, sensitivity, and specificity were 

the measures that were used in the evaluation of the models. Python library was adopted for the classification and the cervical 

cancer dataset used for the experiment was acquired from UCI (University of California at Irvine), the classification was carried 

using voting approach by combining three classifiers: Decision Tree (DT), K-N Neighbour(KNN) and Random Forest (RF). The 

results indicated that the proposed model was highly accurate in predicting the risk of cervical cancer, with 119 instances 

classified as 'class zero' and only three instances classified as 'class one' based on the predictions. 
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I. Introduction 

Cancer is a perilous illness characterized by the abnormal growth and division of cells, which occurs in a disorderly and 

uncontrolled manner, disregarding the normal regulations of cell division. (Hejmadi, 2014).Cancer is caused by the abnormal 

growth of cells in a specific part of the body, which multiply uncontrollably. It is a significant cause of death worldwide, with 

approximately 8.2 million people dying from cancer each year, accounting for 13% of all deaths globally. Screening services for 

cancer are not widely available, particularly in underdeveloped countries, with only 26% reporting screening services available 

for the public in 2017. While 90% of developed countries offer treatment services, less than 26% of low-income countries have 
access to such services. It is estimated that the number of cancer cases will increase to 22 million by 2030. (Ferlay et al., 

2021).Lung and breast cancer are responsible for millions of premature deaths among women, but cervical cancer is considered to 

be the most perilous because it affects only females. The female reproductive system includes the cervix, uterus, vagina, and 

ovaries, and cervical cancer develops in the opening of the uterus from the vagina, which is known as the cervix. HPV, often 

known as the human papillomavirus, is the virus responsible for the development of cervical cancer (Shah &Itzkowitz, 2022) 

Cervical cancer is more prevalent in low- and middle-income countries, as reported by Siegel (2018). Screening is crucial for 

detecting cervical cancer. An effective screening test should be minimally invasive, easy to perform, acceptable to the patient, 

affordable, and capable of diagnosing the disease in its early stages when treatment is most effective (Cohen et al, 2019). The four 

main screening methods for the disease are; cervical cytology, biopsy, Schiller test, and Hinselmann test (Desaiet. al., 2021). 

Researchers have used decision tree for the prediction and some other approaches (Fahad, 2019; Keller et al., 2019; Hejmadi, 

2014; Bray et al., 2018). However, previous results shows that further investigation on how to improve the result and accuracy of 

the prediction is imperative. 

II. Literature Review 

As a form of artificial intelligence, machine learning (ML) includes teaching algorithms to recognize patterns in data and applying 

those patterns to forecast outcomes for fresh data. Decision trees, logistic regression, artificial neural networks (ANNs), support 

vector machines (SVMs), and random forests are some of the most widely used machine learning (ML) algorithms for cervical 

cancer prediction (Siegel et al., (2018). 
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Machine learning algorithms have been utilized in several research to forecast cervical cancer. For instance, an ANNwas 

employed to forecast cervical cancer based on gene expression data in a study by Robilotti et al. (2020). The study showed that 

ANNs are useful for predicting cervical cancer, with an accuracy of 96.9% and a sensitivity of 97.3%, One of the significant 
challenges here is the limited availability of high-quality data. The data used for training and testing the models are often 

incomplete, imbalanced, or biased, which can affect the accuracy and generalizability of the models. Additionally, there is a lack 

of standardized data collection methods, which can lead to inconsistencies in the data. 

SVMwas employed in a study by Galluzzi et al. (2017) to forecast cervical cancer based on clinical data. The study showed that 

SVMs are useful for predicting cervical cancer, with an accuracy of 89.1% and a sensitivity of 88.8%. Similar to this, Zheng et al. 

(2020) employed an SVM to predict cervical cancer based on clinical data, and they were able to do so with 92.6% accuracy and 

95.2% sensitivity.In another study by Chen et al. (2021), a random forest algorithm was used to predict cervical cancer based on 

medical imaging data. The study reported an accuracy of 88.8% and a sensitivity of 86.9%, demonstrating the effectiveness of 

random forests for cervical cancer prediction. Similarly, a decision tree was used by Desai et al. (2021) to predict cervical cancer 

based on clinical data, achieving an accuracy of 83.6% and a sensitivity of 91.3%. 

Overall, these investigations demonstrate the efficiency of ML techniques for forecasting cervical cancer. ML algorithms have 
shown promising results when applied to diverse types of data, including gene expression data, clinical data, and medical imaging 

data (Desantis et al., 2019). ML techniques can identify important features that are associated with the probability of developing 

cervical cancer, and improve the accuracy of predictions by combining these features (Ferlay et al., 2021), the major drawback 

here is overfitting and generalizability.  Overfitting is a common challenge in machine learning where a model becomes too 

familiar with the training data and may fail to accurately predict new data. This can result in poor performance and reduced 

accuracy when the model is tested on new data.Boosting is a machine learning ensemble technique that uses multiple weak 

classifiers to construct a powerful classifier (Hejmadi, 2014).The weak classifiers are iteratively trained on subsets of the training 

data, with each subsequent classifier focusing on the samples that were misclassified by the previous classifier. This iterative 

process continues until a stopping criterion is met, typically when a predefined number of classifiers have been trained. 

In the case of cervical cancer, boosting techniques can be used to analyze different types of data, including gene expression data, 

clinical data, and medical imaging data. For instance, gene expression data can provide insights into the molecular mechanisms of 

cervical cancer and help identify important biomarkers for early detection. Clinical data, on the other hand, can include 
demographic information, medical history, and other relevant factors that can be used to predict the risk of developing cervical 

cancer. Medical imaging data, such as computed tomography (CT) scans and magnetic resonance imaging (MRI), can be used to 

detect abnormalities in the cervix and surrounding tissues.Boosting algorithms, such as AdaBoost, Gradient Boosting, and 

XGBoost, have been shown to be effecient for the prediction of cervical cancer based on these different types of data. These 

algorithms can identify important features, such as gene expression patterns, clinical variables, or imaging characteristics, that are 

associated with the risk of developing cervical cancer. By combining these features into a single prediction model, boosting 

algorithms can improve the accuracy of cervical cancer prediction.In conclusion, the use of boosting techniques for predictingng 

cervical cancer is a promising area of research that has the potential to improve early detection and treatment outcomes. With 

further development and validation, these methods may become an important tool for clinicians and researchers working in the 

field of cervical cancer. Other drawback of previous researches include feature selection and class imbalance. Cervical cancer 

prediction requires the identification of relevant features that can be used to build predictive models. However, there is a wide 
range of potential features, including demographic, clinical, and genomic data, and selecting the most relevant ones is a 

challenging task. Class imbalance occurs where the number of samples in the minority class (i.e., patients with cervical cancer) is 

significantly lower than the majority class (i.e., patients without cervical cancer). Class imbalance can affect the performance of 

the models, leading to biased results. Researchers can address this challenge by using appropriate sampling techniques, such as 

oversampling, undersampling, or synthetic data generation. 

III. Methodology 

This research built and trained a model to predict the risk of cervical cancer in 858 patients using data obtained from a hospital in 

Caracas, Venezuela. The dataset contained medical records, demographic data, and habits of the patients, with factors such as 

excessive sexual activity, HPV, oral contraceptives, large family size, and smoking being identified as major risk factors for 

cervical cancer. The model used an eggy boost algorithm and input features such as age, number of pregnancies, smoking habits, 

and medical history to predict whether the patient has cancer or has a high risk of cancer. The gradient boost method was used to 

develop the deep learning framework model, and the critical factors for predicting cervical cancer risk were visualized using the 
dataset. The study concluded by summarizing and visualizing the model's performance, which was found to be better than other 

studies in the same domain due to the use of the gradient boost algorithm. 

The research methodology proposed in this study is divided into four phases: research dataset, data preprocessing, predictive 

model selection (PMS), and training method. An architectural diagram of the proposed research is provided in Figure 1, which 
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illustrates the essential tasks that are performed in each phase. The research dataset is described in the Research Dataset section, 

while the Data Preprocessing section explains how noise is removed from the dataset to make it suitable for machine learning. 

The type of predictive model selected for cervical cancer prediction is discussed in the PMS portion, while the training methods 
section covers the requirements for model training. The Python programming language was used to design the platform for an 

overall pipeline of cervical cancer prediction. The algorithm implemented in this research is well-suited for clinical use, 

particularly for categorizing negative and positive cervical cancer diagnoses. Several algorithms, including decision tree, logistic 

regression, K-nearest neighbours (KNN), adaptive boosting, Gradient boosting, random forest, and Gaussian NB, can be used to 

diagnose cervical cancer. The sequence and consequences of these algorithms are presented in the following sections. 

Table 1: Dataset Description 

 

 

Figure 1: Research Framework 

Figure 1 illustrates the proposed machine learning (ML) model. The model training starts by feeding the training data into the 

system. Then, ML algorithms are utilized, followed by the application of model input data and new input data to train the 

architecture effectively. Lastly, prediction is carried out on the newly collected data. 

 

3.1. Research Dataset  
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The dataset "Cervical Cancer Risk Factors for Biopsy" was acquired from UCI repository, it contains information about 858 

records and 32 attributes which include age, IUD, smoking, STDs, and so on. Table 1 shows the structure of the dataset. 

For the analysis of the dataset and implementation of the aforementioned algorithm, Weka machine learning tool was used. Weka 
is a well-known open-source machine learning software package that offers a combination of algorithms and tools for data 

preprocessing, classification, regression, clustering, association rules mining, and visualisation. Weka was developed by the 

Apache Software Foundation. Java is the programming language that was used in its creation at the University of Waikato, which 

is located in New Zealand. Weka is an acronym that stands for "Waikato Environment for Knowledge Analysis," and it has 

amassed a large amount of popularity in the field of machine learning and data mining among researchers, students, and 

practitioners. It has a graphical interface that is straightforward and easy to navigate, making it suitable for users with a wide 

range of experience levels. In general, Weka is a tool that is useful for a wide variety of machine learning and data mining jobs 

due to its versatility and capability. Because of its user-friendliness, broad algorithm collection, and adaptability, it is a tool that is 

frequently selected by novice as well as seasoned professionals working in the relevant industry. Figure 2 shows the details of the 

dataset in Weka interface. 

 

Figure 2: Dataset Information 

3.2Data Preprocessing  

The process of preparing the data for machine learning involves three main steps which include the cleaning of data, 

transformation and reduction. Data cleaning is necessary to remove impurities such as noise, outliers, redundant, and missing 

data, which can negatively affect the analysis. Data transformation techniques were also used to prepare the data for analysis, the 

major operation here is the normalisation of data and attribute selection. Data reduction techniques were employed to improve 

storage efficiency and reduce the dimensionality of the data. This was done to overcome difficulties in analyzing large datasets. 

Overfitting in the model was mitigated by Principal component analysis (PCA). 

Step 1: The technique of ignoring instances and attributes with a high ratio of missing values was applied to ensure data 

consistency. This method was found to be effective, given that the dataset used had several instances and attributes with missing 

values.  

Step 2: The dataset contained some attributes with no value(s) such as "number of pregnancies" and "hormonal contraceptive 

use". The missing values in the dataset were denoted by a "?" symbol. To address this issue, the missing values were replaced 

with the median values of their respective class.  

     

Step 3: Identifying outliers in the data was another crucial step. An outlier is a data point that significantly deviates from the rest 

of the data points. In this research, the attributes of age and number of partners were found to contain outliers. To address this 

issue, lower and upper threshold limits were defined, and the outliers were replaced with the median value. 

Step 4: Normalization is a technique used in data preprocessing to scale the values of different attributes. There are various 

methods for normalization, such as Min-Max, Z-score, and decimal scaling normalization. In this research, decimal scaling 

normalization was used,  
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3.3. Predictive Model Selection (PMS)  

The PredictiveModelSelection utilized a variety of classification algorithms including SVM, DT, RF, logistic regression (LR), 

gradient boosting (GB), XGBoost, adaptive boosting (AB), and Knearest neighbor (KNN). Among these algorithms, some have 
shown satisfactory accuracy on the research dataset. This section will focus on explaining the theoretical concepts of these 

algorithms in the following subsections. 

3.3.1. Decision Tree (DT)  

The Classification and Regression Tree (CART) algorithm, also known as the Decision Tree (DT), is capable of solving both 

classification and regression problems. The DT is structured like a tree with branches, hence its name. The root node of the DT is 

similar to the base of a tree, from which branches spread out based on different decision conditions. These decision nodes are 

followed by leaf nodes where the final decision is made. 

3.3.2. Random Forest (RF)  

Ensemble learning is a technique that combines multiple learners to enhance model performance. Random Forest (RF) is one such 

ensemble learning method that uses a bagging approach to reduce the impact of outliers and can handle both categorical and 

continuous data. Scaling of data is not required for this algorithm, but a higher number of learners may require  

more computational resources for complex models. In RF, the decision is made through voting, which makes it an ensemble 

learning algorithm. It consists of many trees, just like a forest, and the final decision is based on the majority of decisions made by 

the trees. 

3.3.3. Gaussian Naïve Bayes 

Naive Bayes is a machine learning algorithm that assumes that the features of a dataset are independent of each other. This 

assumption allows the algorithm to use class-specific covariance matrices, similar to the Quadratic Discriminant Analysis (QDA) 

algorithm, but with diagonal covariance matrices. This assumption is made because Naive Bayes assumes that each feature has no 

correlation with other features. In a training dataset with N input variables x and corresponding target variables t, Naive Bayes 

assumes that the class-conditional densities are normally distributed, according to Robert (2023). 

3.3.4.  K Nearest Neighbour (KNN) 

K-Nearest Neighbour (K-NN) is a Supervised Learning algorithm and one of the simplest Machine Learning algorithms available. 

It operates on the assumption that new data is similar to the available data, and it classifies new data based on the similarity 
between the new data and available data. K-NN stores all the available data and classifies new data based on similarity. This 

allows new data to be easily classified into the most appropriate category by using K-NN. The algorithm can be used for both 

Regression and Classification problems, although it is mainly used for Classification. K-NN is a non-parametric algorithm and 

does not make any assumptions about underlying data. It is also known as a lazy learner algorithm because it does not learn from 

the training set immediately, but instead stores the dataset and performs an action on it when it is classified. During training, K-

NN simply stores the dataset and when new data is received, it classifies it into a category that is similar to the new data.(Apalla 

et al, 2017). 

3.4. Boosting Selection 

Gradient boosting and adaptive boosting are two popular ensemble learning algorithms that differ in their approach to reducing 

error. In adaptive boosting, the weights of incorrectly predicted samples are updated to gradually reduce the error. In contrast, 

gradient boosting optimizes the loss function and reduces the error by optimizing each individual loss. To achieve this, the weak 
learner model is updated iteratively to improve the performance of subsequent weak learners. Gradient boosting consists of three 

essential components, including the weak learner, loss function optimization, and additive model. 

3.4.1. Gradient Boosting  

The gradient boosting technique makes use of the sequential ensemble learning approach, in which less capable learners are made 

to grow gradually better than their predecessors through the application of loss optimisation. This indicates that the second 

underachieving student is better than the first, and that the third underachieving student is better than the second, and so on. As a 

consequence of this, the amount of error in the model will reduce as weak learners become more proficient, which will lead to the 

model becoming more robust. The gradient boosting approach performs exceptionally well when used to problems of the 

regression variety.  

3.4.2 Adaptive Boosting (AB)  
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Adaptive boosting is a technique that combines multiple weak learners to create a powerful learner. In this approach, all weak 

learners use the same input, which is often referred to as a training set, and each training data point is given equal importance. The 

task of correcting faulty predictions made by the first weak learner is then given to the next weak learner, who is given additional 
weight on the predictions made by the first weak learner. This continues until all of the predictions made by the first weak learner 

have been corrected. This process is repeated for subsequent weak learners, with the errors made by previous weak learners being 

passed on to the next with increasing weight. This continues until the number of inaccurate predictions is reduced to an acceptable 

level. Ultimately, the combined efforts of all weak learners produce a powerful learner with reduced prediction errors. (Hall et al., 

2019). 

IV. Result and Discussion 

Five classifiers were initially implemented but two distinct classifier techniques: DT, and RF were implemented to build the 

model. The dataset was found to be biased during the initial analysis, so k-fold cross-validation was performed. The feature 

selection process has been completed, and the features that have been chosen are used for prediction. The data is split 20-80 for 

Decision Tree and Random Forest. Parameter tuning is carried out get the good predictions with the highest evaluation points. 

Figure 3 Shows the numerical features of the dataset was analysed to show the number of entities, mean, standard deviation as 
well as the minimum and maximum values and percentage difference in the dataset. This was done to highlight the similarity of 

attributes in the dataset. 

 

Figure 3: Numerical feature of the dataset 

Figure 4 shows the initial result of each classification model before boosting techniques was applied. 

 

Figure 4: Result Data Frame 

4.1. Evaluation Metrics 

The following are the metrics used for evaluation: 

 Accuracy: Accuracy is a measure that calculates the proportion of observations that were classified correctly to the total 

number of observation. It is a useful metric when dealing with datasets that are symmetric, meaning that the number of 

false positives and false negatives are nearly equal. 

 Precision: Precision is a metric that measures the proportion of correctly predicted positive observations to the total 

number of predicted positive observations. 

 Recall (Sensitivity) :Recall, also known as sensitivity, is a performance metric that measures the ratio of correctly 

predicted positive observations to all the observations in the actual positive class- yes(1). 

  F1 Score:The F1 score is a measure that combines both precision and recall into a single score. It is the harmonic mean 

of precision and recall, and provides a way to balance the two metrics. 

https://www.rsisinternational.org/journals/ijrias
https://www.rsisinternational.org/journals/ijrias


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN APPLIED SCIENCE (IJRIAS) 

ISSN No. 2454-6194 | DOI: 10.51584/IJRIAS | Volume VIII Issue VI June 2023 

www.rsisinternational.org                                                                                                                                                   Page 43 

 ROC score: The ROC score is a measure of the ability of the model to distinguish between the target classes. 

 To ensure accurate detection of cervical cancer patients, the recall score is given higher importance in this sensitive 

medical data. Therefore, "Decision Tree" and "Random Forest" models are chosen as the base models due to their higher 

recall and roc_auc scores.  

The reason recall is given higher importance is that it is crucial to predict actual cancer patients as cancer patients accurately. 

False negatives, where a cancer patient is predicted as healthy, can have dangerous consequences and cause chaos in the patient's 

life. 

Note: The base models are built using the entire features with default hyper parameters and before oversampling the data. 

4.2. Feature Selection 

The feature selection technique used was Recursive Feature Elimination (RFE), which involves iteratively removing features, 

training a model with the remaining features, and evaluating the model's accuracy. RFE helps to determine the subset of features 

that are most relevant for predicting the target variable or class.Used RFE on Decision Tree and Random Forest separately and 

found the best features for both the models individually. The features are chosen based on recall score i.e., which set of features 

gave the gigher recall score. 

4.3. Result Analysis 

Feature selection is performed to assist us in selecting the features that will improve prediction. The random forest algorithm 

generates a decision tree with multiple levels based on the training data set. 

Accuracy is one of the measurements used to evaluate the models used in classification. In simple terms, accuracy measures the 

proportion of correct predictions made by a model, as illustrated in Figure 4. 

 

Figure 5: Model Accuracy 

 Bagging: There is a no improvement in recall score. 

 Ada Boost: ADA boost may not be the optimum way as there is overfitting. 

 Gradient Boost: Gave the best recall score of 95.2 % 

Finally, after applying all optimization techniques, an increase in recall score from 53.3 % to 95.2 % was achieved. 

Final Model: Gradient boosting model has been chosen as the final model as it gave the optimal accuracy score, roc score, f1 

score and recall score compared to all the other models, shown in figure 5.The model looks superior while considering the overall 

evaluation metrics.Therefore, it was finalized as the final model. 

V.Conclusion 

The focus of this research was to predict the risk of cervical cancer using various predictive models and performance metrics such 

as precision, recall, f1-score, and support. The study utilized a deep learning model implemented in Python with relevant 

packages and libraries, and the cervical cancer dataset was analyzed through data profiling, standardization, and visualization. 

The dataset included attributes related to major risk factors of cervical cancer such as smoking, STDs, STD, AIDS, first sexual 

intercourse, and cytology. The results indicated that the proposed model was highly accurate in predicting the risk of cervical 

cancer, with 119 instances classified as 'class zero' and only three instances classified as 'class one' based on the predictions. 
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