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ABSTRACT 

One main objective of electronic medical health records is to provide quality support to aid effective decision 

making for patients by expert personnel and consultants. A major and efficient means to achieve the highest 

level of quality therein the healthcare delivery system and infrastructure therein is by discovering meaningful 

data to aid its future classification and prediction of patients’ activities and conditions visàvis a plethora of other 

events that may(not) occur within a healthcare system. Identifying and detecting values of abnormal health state 

of patients and the future forecast of such events via underlying health condition(s) that are hidden within 

medical records have since become a critical performance index (aim) in healthcare systems. Result showed that 

system throughput to determine the time interval between a user's request and apps response time as user 

feedback yields an average convergence time of 18secs with support 0.1. and confidence 0.1 values. We also 

assessed its availability, reachability, scalability and resilience with response time for both queries and page 

retrievalvia cases of 250 and 1000users respectively. Result showed response time of 59secs (queries) and 63secs 

(pages retrieval)for250users; And had a longer response time of 78secs (queries) and 85secs (page retrieval) for 

1000users respectively. 

Keywords: BigData, Data Mining, Medical Health Records, Association rule mining, apriori model, frequent 

pattern growth algorithm, 

INTRODUCTION 

With the ground truth notion of health is wealth, a key integral foundation to human existence is the state of the 

health of an individual, and suggests that the socioeconomic wellbeing of a society is directly proportional to the 

health wellbeing of all citizens that constitutes such society; And indirectly proportional cum correlates to the 

financial wellbeing of its citizens. The role of the healthcare infrastructure describes the quality of life cum 

socioeconomic welfare of a modern society, and is been broadly recognized as performance driver for economic 

growth. However, an advance in digital revolution has and still contributes immensely to the healthcare sector. 

Patients are unlimited today to receiving medicare at specific healthcare facilities especially during emergencies, 

where exchange of patient records becomes not only a prerequisite to study patient history; But, also become a 

panacea to delivery of improved healthcare based on decision support. Tracking a patient's medical history 

becomes critical, mandatory and imperative. 

With patient historic recordset not readily available to expert medical personnel at healthcare facilities for 

patients’ treatment these records are accessible within the infrastructure wherein they were created advancing 

the need for adoption of electronic medical records. This issue alongside: (a) lack of care coordination, (b) 

inadequate provision of telemedicine for patients’ access to their medical records, (c) records corruption via 

tamper/mishandle/steal, and (d) records exchange with unauthorized medical experts with(out) patients’ consent. 

With EMRs critical platform interoperability issues for data exchange, confidentiality, privacy, and security must 

be addressed urgently. 

Traditional collection and storage of the electronic health records utilize centralized techniques that pose several 

risks and lean systems toward a number of data breaches/attacks that compromise data availability. Blockchain 
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resolves these challenges with its immutability, and prevents records alteration. Its adaption herein will improve 

user trust level with data security, and aid its effective dissemination of private healthcare records. Blockchain 

offers solutions such as transparency, improved authentication, consensus verification, data validation, etc and 

other unique record sharing capabilities. Its adaption has continued to address many challenges to healthcare; 

While, leveraging on new, emerging technologies. Beside its interoperability, the lack of standards and practice 

to developing blockchain healthcare apps must be addressed to provision software engineers with a plethora of 

tools that will ensure its adaption as a frontier, transformative paradigm for both practitioners and researchers 

alike. 

Big-Data in Healthcare Delivery 

Data has remained the key primary driver of business efficiency, growth and development. The more data a 

business has access to, the better her decision support is enhanced via evidence based results as reached. Data 

collection is thus, crucial and critical to every business, as it yields the inevitable ground truth that helps 

managers to anticipate current trends using tailored and specific metrics for the inherent task domain that helps 

define and forecast future events. As businesses become more aware of this feat and make concerted effort 

toward this society provides businesses with larger volume for collection. With this rise in the available amount 

of data both in (un)structured forms across a variety of domains, there is become the increased need for analytics 

tools and mining procedures to make meaning of this data. This need for the efficient, proactive management, 

will support businesses to stay ahead the curve as well as render them with importance and insightful knowledge 

to support their daily decisions. 

Technology adoption has resulted in significant health gains via accessible health information and extension of 

health services. Electronic Health Records (EHR) system has emerged as a key component of national health 

policy. With digital revolution now here, the healthcare sector is witnessing an exponential increase in data 

collection sources via its adoption of electronic health records, medical imaging, wearable devices, and genetic 

sequencing. This vast amount is known as bigdata with its potential to transform healthcare delivery via complex 

analytics, targeted personalized therapy, and improved patient outcomes. This integration however, of digital 

workflows and the reliance on electronic patient records yields issues namely patient records security, record 

integrity and record privacy within the healthcare data. Big data becomes imminent with advances and 

sophistication in clinical recordset which has made them diverse and timely. This paradigm shift is motivated 

by both regulatory obligations, confidentiality, security, privacy of patient records vis-à-vis the need for improve 

patient care and access to healthcare without boundaries as means to save more lives with low cost optimal 

solution(s) Thus, bigdata provides a variety of novel prospects, frontiers applications as clinical decision support 

system to aid health insurance, disease surveillance, population health management, adverse event monitoring, 

and therapy optimization for multiorgan disorders. 

Big data enables predictive analysis based on electronic information, including clinical lab results, MRI, and 

disease specific variables. As the healthcare sector migrates from a volume to value based paradigm data is of 

critical importance for patient care and associated costs. Value based model aims to enhance care quality and 

prediction analysis for better treatment decisions; Its subsequent deployment cum use has paved the way for 

evolution of the electronic health records (EHR), electronic patient records (EPR), and healthcare information 

technology (HIT) respectively. Yoro and Ojugo asserts that provision of quality patient care requires a large 

volume of patient records from social, clinical, environmental, genomic and psychological recordset among 

other. These, directly impacts the health status of a patient and must be analyzed while performing further 

treatment as these windows new opportunities to HER, EPR and health information technology (HIT). This is 

agreed by. 

Big-Data Analytics Methodologies 

Data mining or knowledge discovery in database (KDD) refers to the mining of knowledge from large amounts 

of data. Data mining techniques are wont to operate vast volumes of data to get hidden patterns and relationships 

helpful in deciding  as in Figure 1 showing knowledge discovery in database]. Schemes for mining knowledge 

can include regression, classification, clustering, association rules, decision trees, etc explained as thus: 
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Figure 1. The Knowledge Discovery in Database (Source:) 

1. Regression (or multivariate analyses) as adapted in predictive tasks often helps to model the interplay, 

connection, relation and correlation influence between one or more independent variables and dependent 

variables. The underlying independent variables of interests are known attributes; while, the dependent 

variables are response(s) to be predicted in lieu of the independent variables. However, many real world 

challenges are not predictive. Prediction is a self evident declaration in a task that can be assumed as the 

basis for argument. Thus, more complex techniques are used such as logistic regression, decision trees, 

or neural networks to forecast its future values. An equivalent model is the classification and regression 

tree (CART) algorithms built to help classify both categorical response variables and to forecast 

continuous response variables  effectively handling classification and regression task. 

2. Classification is the most applied mining technique. It uses preclassified examples to construct a model 

to classify the population of records at large. It often uses either decision trees, or biologically inspired 

classification algorithms. Its procedure often involves learning its underlying features of interest so that 

the model/ensemble can adequately identify features to help group datapoints into class distributions. For 

learning, the algorithm analyzes the training dataset; while in classification, it explores test data to 

estimate the accuracy of its classification rules. If the accuracy is suitable, the principles are applied to 

the new data points. The classifier training algorithm uses its preclassified examples to determine the 

parameters required for correct discrimination by encoding these feats into a model. Decision trees 

generate rules for a dataset in either classification and regression task. 

3. Clustering identifies comparable classes of objects via features such as its density and sparse regions to 

discover the overall distribution patterns and correlations among the data attributes. This paradigm 

(computationally expensive) can classify item into groups effectively. It is used as a preprocessing mode 

for attribute select/classification via association rules and correlation to fan out frequent itemset within 

large datasets. This design is used in decision such as behavioural analysis, catalog design, cross 

marketing, etc. With association rule(s), it generates rules that confidently yield values. For example, a 

neural network as a set of connected input/output units, for which each/every connection features a 

weight present with it. During training, the network learns by adjusting these weights to suitably predict 

class labels of the input data; And thus, their meanings are derived via complicated, imprecise data that 

may also wish to extract patterns and/or detect trends that are too complex to be noticed by conventional 

processing technique. These are compatible with continuous valued inputs and outputs. Neural networks 

are best at identifying patterns or trends in data and are compatible with prediction or forecasting needs. 

Also, a technique used to classify records supported a mixture of the classes of the k record(s) most 

almost like it during a historical dataset (where k is bigger than or adequate to 1). Sometimes called the 

k nearest neighbor technique. 

Data mining is often used to reinforce our view of the training process that specializes in identifying, extracting, 

and evaluating underlying parameters of interest associated with the training task within a domain. In healthcare 

scenario, it is known as healthcare record mining  and it is fast gaining popularity due to its potential for 

healthcare sector. Shiokawa et al. Mining transactions permit users to research data from different dimensions, 
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categorize it, and summarize its relations as identified via a mining process. The selected 600participants to 

investigate their performance via Bayes network classification on category, language, and background 

qualification. Ojugo et al. Investigated student performance using 300 students from a Federal College of 

Education Technical Asabain Nigeria. They investigated students’ attitude in lieu of: (a) students’ attendance in 

school, (b) hours spent studying, (c) student's family income, (d) students' mother's age, and (e) students’ 

mother's education. Using the rectilinear regression  study reported that the students’ family’s income and 

students’ mother’s education, were significantly highly correlated with the student's academic performance. 

Brindlmayer conducted a performance study on 400patients in India, to determine the prognostic value of various 

measures of cognition, personality, and demographics on patient recovery. The choice was supported by the 

cluster sampling technique, during which the whole population of interest was divided into groups or clusters, 

and a random sample of those clusters was selected for further analyses. it had been found that girls with high 

socioeconomic status had relatively higher academic achievement within the science stream, and boys with low 

socioeconomic status generally had relatively higher recovery time achievement as supported by. Navhandhi et 

al. explored patient behavior on wearable health wireless sensor based devices vis à vis their relations to aid 

quick patient recovery via medical support systems monitoring. They applied a decision tree model to predict 

the ultimate recovery time of patients using 3classification methods that were fused with the sensor based 

acquired dataset namely decision tree, Random Forest and Gradient Boosting. Their results indicated that the 

tree based ensemble outperformed other single classifiers as well as yielded better and enhanced predictions for 

time of patient recovery. 

Blockchain and the Electronic Medical Health Records 

A blockchain is an incorruptible, distributed database that is maintained and validated over a network of 

interconnected nodes globally. It records a timestamp to a node to avoid data tampering. There are various 

blockchains namely private/permissioned, consortium, hybrid and public/permissionless. Each, has their ideal 

uses, numerous benefits, and drawbacks. Their adoption can yield these: (a) restricted/unauthorized access to 

patient records , (b) supports customization and identity verification that grant stakeholders access on the 

networks  as opposed to having users approve each other, (c) network support of known validated users with 

fault tolerance platform support, (d) higher transaction throughput with preselected participants, and (e) low 

energy consumption in mining and business transaction logic. In all, the permission mode has less complicated 

algorithms and a less complex, ease to secure model as users (i.e., patients, medical experts, medicare officers, 

and a host of medical care facilities) are the only stakeholders who can have access to patients’ medical records 

as well as involved in the exchange therein. 

The public blockchain is often open, decentralized, and accessible to all. A validated user helps validate 

transactions via proof of work and proof of stake. They are nonrestrictive and use distributed ledgers that require 

no permission, as any user is authorized to access every data they wish to access. The consortium blockchain is 

semi decentralized for organizations wishing to manage effectively their own network. Thus, the blockchain can 

exchange data and mine as well. The hybrid blockchain is a merger of both the public and private blockchain. 

Better control is required to achieve higher goals  being centralized with decentralized open nodes. It yields 

better security than a public network (though not better than the private blockchain), greater integrity and 

transparency, and various benefits. 

With peer to peer consensus, the permissionless mode allow nodes to participate in the consensus of a transaction 

such as Ethereum. But, with Fabric/Corda, if a user is not selected, s(he) is given restricted access to the chain. 

Corda allows better access control to records and enhances privacy; it achieves greater performance only when 

all transaction participants have reached a consensus. Also, consensus for the fabric ledger starts from proposing 

to commit a transaction on ledger. Each node (with roles as patients, expert personnel, others) assumes different 

tasks in reaching a consensus. A patient invokes a transaction, interacting with other peers, and maintains the 

distributed ledger; while the expert personnel provide a channel to patients and others over which message is 

broadcasted. The channel then ensures that all connected peers deliver the same message in the same logical 

order. To ensure each record is a complete keyset, with its state initialized as a record in the world state, we use 

a hyper fabric ledger. Thus, the record supports several states with attributes that allow the same ledger in its 

world state to hold various records of the same patient. This will ensure the system evolves and updates its  
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state(s) and structure with the addition of more records. 

Study Motivation 

Study is motivated as thus: 

1. Costs: The initial costs of setting up an EHR are greater because to the extensive and complex IT 

network, but will drastically drop with time. Manually storing paper records requires additional workers 

to manage, access, and organize papers, leading to significant cost increases over time. EHR saves labour, 

time, and storage space, resulting in cost savings over time. 

2. Access: Electronic health records (EHR) have the benefit over paper records in terms of accessibility. 

Healthcare professionals can now access information almost instantly, whenever and wherever they need 

it thanks to digital health records, which increases their efficiency. However, sharing paper medical 

records with other healthcare professionals requires them to be physically delivered to them or scanned 

and sent via email, which takes time and money. 

3. Storage: While paper medical data have to be kept in enormous warehouses, electronic health records 

may be kept in a secure cloud, making them easy for those who need to access. In addition to taking up 

room, paper records are not ecologically friendly and have a tendency to deteriorate over time when 

handled by numerous people, which raised the storage costs. 

4. Security is a major concern for both paper and electronic storage systems, as both are vulnerable to 

security attacks. Electronic records stored without sufficient security systems are vulnerable to 

unauthorized access and misuse. Paper records are vulnerable to human mistake, including loss, 

destruction, and theft. Natural disasters like fires and floods raise concerns about the security of health 

records. 

5. Readability and Accuracy: Handwritten paper medical records may be difficult to read, which can lead 

to medical errors. However, electronic health records are frequently written using standardized 

abbreviations, which make them more accurate and readable worldwide and reduce the chance of 

confusion. Healthcare practitioners cannot write all the information they need in paper medical records. 

The study implements an electronic medical information system to help effectively manage bigdata recordset 

produced by the medical healthcare infrastructure for improved service delivery. This should also feature 

transaction authentication and validation that ensures confidentiality, interoperability, etc and poised to comply 

with regulation standards of the Health Insurance Portability and Accountability Act (HIPAA) in Nigeria. 

HIPAA compliance helps a system to ensure healthcare providers in Nigeria adhere strictly to standards (i.e., 

policy framework) targeted at the protection of patient health records to ensure privacy and data security. 

MATERIAL AND METHOD 

Dataset used was obtained as updated medical patient records from the Federal Medical Centre Asaba from 

March 2021 to March 2024  consisting of 992,364 patient records and ranging from patient registration, 

laboratory results, checkout and discharge records, etc. 

From the Exisiting to Proposed Electronic Medical Health Records 

Pandey et al. implemented an Electronic Health Record Management System (EHR) using sensor based Radio 

Frequency Identification (RFID) to improve efficiency and accuracy in managing patient records. Study 

overcomes the risk in paper based record systems via fusion of RFID. Their EHR simplified patient 

identification, data collection, improved data accuracy, and improve overall healthcare delivery by leveraging 

on the many benefits of RFID. It offered real time synchronisation to guarantee uptodate, traceable and easy to 

access patient records, And, supported healthcare expert decision to deliver timely medical interventions to 

patients. The study in all highlighted the influence in revolutionising healthcare record management and 

increasing patient outcomes. The system which is a web based application for managing health records was 
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designed to allow accessibility to the doctors, patients and admin. These threefold access control mechanism 

allows for the monitoring of the activities within the health record to ascertain who, what and when an activity 

is performed on the application. 

Associative Rule Mining 

Associative rule mining (ARM) is used in patient record management  to help consciously and strategically ease 

retrieval of patient recordset from large transactional bigdata streams. It helps ensure that all records of 

transactions (i.e. medical examinations, laboratory results etc) of a petient as conducted both in cases of 

emergencies in other healthcare facility or the original healthcare facility where the patient record was created 

as bundled together as a patient historical recordset. This, improves expert diagnosis, administration of medical 

opinions and patient traceability and management of recordset therein as transactions; And in turn, improves 

patient confidence and trust as well as revenue generation for the healthcare facility. Such records manipulation 

as Items transaction can effectively and efficiently aids patient record search and identification ease, will also 

enhances combined better inventory, and optimize database layout. 

for this study, we adapt the Associative Rule mining (ARM)  which is best suited for analyzing bigdata that 

involves a large volume of transactions consisting of a high number of patient recordsets with timestamped 

expert demand and supply recordset chain. A recordset is the collection of patient data grouped as a record, 

alongside other records gathered and generated in the course of patient treatment and transaction with a particular 

healthcare facility. These are then stored as a pairset (i.e. recordset)  so that it provides the database/databank a 

strategic means of modeling and data mining methods, that helps stakeholders (doctors, nurse, healthcare 

personnels, patient etc) discover insightful patient recordset interactions and relations via generated rules that 

draw such inferences as to the possibilities of these recordsets as items occurring together in groups of specific 

types. Thus, as a mining technique as in figure 2 with the requisite proposed architecture we seek to extract all 

groups of items (and related records) for any/all transaction(s) at time (t) that consists the patient (p). This, will 

outcomes a collection of association rules used in predicting the recordset (i.e. of all items) wherein a patient (p) 

within any/all single timestamped transaction exists. 

 

Figure 2. The Proposed System Architecture 

The architecture for the proposed model with its components as in figure 3 is described as thus: 

1. Business Management Visualization studies all relevant patient records as well as enables the inherent 

system use data analytics methods to assist the collection, management and eased retrieval of patient 

records. 
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2. Interoperability helps improve transactional stream data mining and analytics processing in handling 

large patient medical recordset via its use and adoption of the Luigi v3.7. This software helped our 

proposed system to monitor changes and amanedments inpatient records as they are accessed and updated 

from a variety of platforms at the different and varying medical healthcare facilities during regular 

checkups and cases of emergencies (as away from the patients’ recordset domiciled healthcare facility 

where the records were originally created). 

3. Big Data Analytics platform is designed specifically for use by and at the Federal Medical Centre Asaba 

to allow her trace and manage patient records. It creates a recordset management support system that 

helps the healthcare facility to support decision making activities as well as effectively manage 

electronically, medical health records of her various patients. 

4. Patient Management Strategy improves experts patient interactions/relations, which helps the system to 

adequately study patient records access pattern in each patient record datastream transactions. It also 

helps researchers to aggregate to what extent a patient lifestyle and other conditions impacts their health. 

This in turn, impacts on patients’ access to their records by assisting healthcare experts to enforce policies 

and business decisions as means of monitor as well as aid effective control of the patients’ health. 

 

Figure 3. BigData Analytical Model for Management of Patients as Customers (Source) 

To ensure that only accurate data is processed, we needed to calibrated the association rule mining for each 

patient recordset using the Hadoop tableau visualizer for Calibev and Hovritz Thompson estimator. This feature 

ensures that only the appropriate rules for transactions (for a particular patient) is generated and processed via 

the frequent pattern growth algorithm. The generated rules are analyzed using RapidMiner v8.1 and calibrates 

patients’ profile dataset via the simple random sampling without replacement (srswor) distribution as in the 

algorithm listing 1.This will yield improved service delivery with authenticated and validated transaction(s), will 

also ensure confidentiality and interoperability between platforms used by various healthcare facilities that 

complies with standards of Health Insurance Portability and Accountability Act (HIPAA) in Nigeria targeted at 

protection of patient health records to ensure privacy and data security. 

Thus, our Federal Medical Centre (FMC) patient recordset transaction data contain items (and related records as 

transactions) of a particular patient (single and combined) from any healthcare facility. An itemset as used here, 

describes datastreams measures and dimensions. Example description of the dimensions for patient is described 

as in Listing 1 itemset description. 
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ItemSet Description forPatient_Nelson 

Nelson.Diagnosis = FMC_DataCollect⋂FMC_LabReSult⋂FMC_CHKIN⋂FMC_CKOUT 

For EachSelectedDiagnosis.Resultdo 

  FMC_Nelson.DataCollect = Demographics⋂Address⋂MedicalHistory 

  FMC_Nelson.LabResult = Malaria⋂Typhoid⋂UrinaryTrackInfect 

  FMC_Nelson.CheckIn = FMC_DataCollect⋂FMC_LabResults 

  FMC_Nelson.CheckOut = FMC_LabResult ‘cleared’⋂FMC_Diagnosis ‘cleared’ 

End For Each 

Ethical and Legal Challenges of Using Blockchain and Big Data in Healthcare 

Advancements in blockchain technology, combined with the rapid growth of network technologies, are 

transforming traditional business and service models. Healthcare is one sector ripe for this transformation. Still, 

due to its compassionate and complex nature, the adoption of blockchain in e healthcare must not only ensure 

utility but also address the significant ethical challenges that come with it. With the integration of blockchain 

and big data in healthcare, a host of ethical and legal challenges emerge: 

1. Data Privacy and Confidentiality: Protecting patient privacy is paramount, but blockchain’s immutable 

nature complicates the handling of personal health information (PHI). Once recorded, data cannot be 

changed or deleted, making privacy safeguards a critical concern, especially as healthcare data grows 

exponentially in the big data era. 

2. Consent and Data Ownership: Blockchain’s decentralized nature and big data analytics may leave 

patients uncertain about how their health data is used. Ethical concerns about patient autonomy, consent, 

and data ownership surface, as patients may have limited control over their data once it's stored on a 

blockchain. 

3. Security and Data Breaches: Blockchain is often hailed for its security, but no system is completely 

immune to hacking or unauthorized access. The aggregation of vast healthcare datasets in big data 

increases the risk of largescale breaches, threatening patient trust and safety. 

4. Regulatory Compliance: Navigating the legal landscape is a challenge for healthcare organizations. 

Compliance with regulations such as HIPAA (U.S.) and GDPR (EU) becomes complex when introducing 

new technologies like blockchain. Adhering to these frameworks while ensuring the integrity of 

blockchain systems is a delicate balance. 

5. Bias and Fairness in Data Use: Big data’s power lies in its ability to generate insights, but if the data used 

is biased or unrepresentative, it can lead to unfair outcomes in patient care. This raises significant ethical 

concerns about equity in treatment and healthcare services. 

By addressing these challenges demands a careful balance between technological innovation, patient rights, and 

strict regulatory compliance. As blockchain and big data continue to evolve in healthcare, a holistic approach to 

ethical considerations will be essential for the responsible and effective implementation of these technologies. 

Blockchain Security System 

Blockchain secures data through a combination of cryptographic techniques, decentralized architecture, and  
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consensus mechanisms. 

i. Encryption Techniques in Blockchain 

Blockchain uses several cryptographic methods to ensure data integrity, confidentiality, and authenticity: 

• Hashing: Blockchain employs cryptographic hash functions (e.g., SHA256) to ensure data integrity. 

When a block of data is hashed, it produces a unique fixedlength output (hash). If the data is tampered 

with, even slightly, the resulting hash will change, signaling that the data has been compromised. 

• PublicKey Cryptography (PKC): Blockchain relies on publickey cryptography for secure communication 

and identity verification. Each participant in a blockchain has a pair of cryptographic keys: 

        Public Key: Shared openly to encrypt messages or verify digital signatures 

       Private Key: Kept secret and used to decrypt messages or sign transactions. Only the holder of the private 

key can access or modify the data associated with that key, ensuring confidentiality. 

• Digital Signatures: Every transaction in the blockchain is signed using the sender's private key, providing 

authentication and nonrepudiation. The recipient (and anyone else) can verify the signature with the 

public key to confirm the transaction's validity without needing access to the private key. 

ii. Private vs. Public Blockchains in Securing Patient Data 

The choice between public and private blockchains is critical when it comes to handling sensitive data, such as 

patient records in healthcare. 

• Public Blockchains: These are open, decentralized networks where anyone can participate, verify 

transactions, and view the ledger. While public blockchains (e.g., Bitcoin or Ethereum) are highly secure 

due to their decentralized nature and consensus mechanisms (e.g., Proof of Work or Proof of Stake), they 

are not ideal for patient data, as this data must remain private to protect individuals' confidentiality. 

• Private Blockchains: These are permissioned networks where only authorized participants can access the 

blockchain and make transactions. Private blockchains are more suitable for securing sensitive patient 

data as they allow strict access control. In healthcare, private blockchains can be used by hospitals, 

insurance companies, and patients, with different levels of access granted based on their roles. For 

example, doctors may have access to a patient’s full medical history, while insurers may only access 

billingrelated data. 

Data Confidentiality in Private Blockchains 

Private blockchains allow organizations to control who can join the network and what data they can access. They 

can implement stronger privacy protocols, such as: 

• Zero Knowledge Proofs (ZKP): A technique that allows one party to prove to another that they know a 

value (e.g., a patient's record) without revealing the actual value. This enhances data privacy by ensuring 

that sensitive details remain undisclosed while still being verified. 

• Advanced Encryption Standard (AES): Data within a blockchain can be encrypted using symmetric 

encryption methods like AES to ensure that even if someone gains access to the blockchain, they cannot 

read the data unless they have the encryption key. 

iii. Permissions Management in Blockchain 

Blockchain networks, particularly private and consortium blockchains, employ finegrained permission 

management systems. These determine who can view, write, or validate data. 
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Granting Permissions 

In private blockchains, permissions are typically managed using: 

• Access Control Lists (ACLs): Specific rules are established to define which roles have access to which 

types of data. For instance, in a healthcare network: 

            Doctors could be granted access to view and update patient records. 

            Patients might only have read access to their own records. 

            Researchers may have permission to view anonymized datasets. 

• RoleBased Access Control (RBAC): Users are assigned roles, and permissions are granted based on these 

roles. In the healthcare context, a doctor, nurse, or administrator could have different access levels. This 

method simplifies the management of permissions, especially as the number of users grows. 

• Smart Contracts: In more advanced blockchains, smart contracts can automate permission management. 

For example, a smart contract might automatically grant a hospital access to a patient's records upon their 

consent or revoke access after a predefined period or event, such as the patient’s discharge. 

Revoking Permissions 

In private blockchains, permission revocation is crucial to maintaining control over sensitive data: 

• Dynamic Permissioning: Blockchain networks can revoke or modify permissions in realtime. For 

example, if a patient changes hospitals, the permissions associated with their previous healthcare provider 

can be automatically revoked. 

• Revocation via Smart Contracts: Smart contracts can also handle permission revocation. For example, if 

an insurance claim is settled, a smart contract can revoke the insurer’s access to the patient's medical 

data, ensuring no further access. 

iv. Consensus Mechanisms and Security 

Blockchain networks use consensus algorithms to ensure that all participants agree on the state of the blockchain. 

In private blockchains, consensus mechanisms such as Proof of Authority (PoA) or Practical Byzantine Fault 

Tolerance (PBFT) are often used, which are faster and more efficient than public blockchain algorithms. These 

mechanisms help secure the network by ensuring that only trusted nodes can validate transactions. 

Using the Vertical Scaling Strategy 

Vertical scaling, also known as "scaling up," involves increasing the capacity of a single server or node to handle 

more workloads by adding more resources like CPU, memory, and storage. In the context of handling big data 

streams for improving Electronic Medical Health Records (EMHR) management, vertical scaling strategies can 

provide greater flexibility and robustness by ensuring that the system can efficiently manage increasing amounts 

of data and transactional demands without major architectural changes. Here’s a breakdown of effective vertical 

scaling strategies that can be applied to the study: 

1. Optimizing Database Performance 

Transactional big data streams, such as those used for EMHR, often involve managing large volumes of realtime 

data, querying, and updating records efficiently. A robust database is essential to ensure scalability. Several 

approaches for vertical scaling can optimize database performance: 

Upgrading to Faster Storage: Use NVMe (NonVolatile Memory Express) or SSD (Solid State Drives) instead of 

traditional HDDs to speed up I/O operations, allowing the system to read and write large volumes of medical 
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records more quickly. This reduces latency in accessing transactional data, which is critical in realtime 

environments. 

InMemory Databases: For systems that need to handle highfrequency transactional data, using inmemory 

databases like Redis or Memcached can significantly speed up data retrieval and processing. Inmemory 

databases store critical data in RAM, which is orders of magnitude faster than traditional diskbased storage 

systems. 

Database Indexing and Partitioning: Properly indexing frequently accessed columns and partitioning large tables 

can optimize query execution time. In a healthcare setting, medical records may be partitioned by patient ID or 

geographic location, improving the system’s ability to retrieve and update records quickly as the data grows. 

2. Efficient Resource Allocation with Dynamic CPU and Memory Scaling 

As the data stream and number of transactions increase, the system needs more computational power to handle 

queries, process data, and manage EMHR efficiently. Several vertical scaling strategies for CPU and memory 

include: 

Multicore Processors: Upgrading to servers with multicore or hyperthreaded CPUs will enable parallel 

processing of multiple tasks, such as handling concurrent requests for medical records or processing complex 

queries on patient data. More cores will allow the system to handle high transaction throughput without 

bottlenecks. 

RAM Upgrades: By increasing the amount of available RAM, the system can hold more data in memory, 

reducing the need for disk access and speeding up data processing. This is especially important for handling 

transactional streams where rapid read/write operations are necessary, such as updating patient records in real 

time. 

Dynamic Resource Scaling (Autoscaling): Use dynamic scaling techniques to adjust CPU, memory, and storage 

based on the current system load. Autoscaling can automatically allocate more resources during peak periods 

(e.g., when there’s a surge in medical record transactions) and scale down during lower demand. This ensures 

that resources are used efficiently without unnecessary costs. 

3. Using Virtualization and Containers 

Virtualization and containerization provide a flexible approach to vertical scaling by optimizing how resources 

are used: 

Virtual Machines (VMs): Using virtualization, additional VMs can be added on the same physical machine to 

isolate different workloads, such as separating the big data processing layer from the EMHR management 

system. This improves resource utilization and ensures that high workloads in one area (e.g., data analytics) do 

not slow down the entire system. 

Containers: Implementing containerization with technologies like Docker or Kubernetes allows for more 

efficient use of system resources. Containers use fewer resources than full VMs and can be spun up quickly to 

handle new tasks as needed. For example, containers can be used to process specific tasks within the big data 

stream, such as patient data validation, and shut down once the task is complete, freeing up resources. 

Container Scaling: Containers also allow for finetuned scaling within the same physical machine. If the load on 

the system increases, more containers can be created to handle the additional transactional data stream, ensuring 

that the system remains responsive. 

4. Implementing Caching and Data Compression Techniques 

To improve system robustness and handle large volumes of medical data efficiently, caching and data 

compression strategies can be utilized: 
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Caching Frequently Accessed Data: Caching commonly accessed data, such as patient profiles, using a system 

like Redis or Memcached, can significantly reduce the load on the database. By storing this data in memory, the 

system can respond more quickly to frequent queries, improving overall performance and reducing latency. 

Data Compression for Storage Efficiency: Medical records and transactional logs can consume a large amount 

of storage space. Implementing data compression techniques, such as Zlib or Gzip, can reduce the storage 

footprint of these records, allowing the system to handle larger volumes of data on the same infrastructure. 

Compressed data can be decompressed when needed for analysis or retrieval. 

5. Utilizing Load Balancing for High Availability 

Even in vertically scaled systems, bottlenecks can occur if resources are not allocated efficiently. Load balancing 

helps distribute the workload evenly across available resources, improving system robustness and avoiding 

single points of failure: 

Hardware Load Balancers: Deploying hardwarebased load balancers (such as those from F5 Networks) ensures 

that incoming transactional data streams are distributed evenly across the available CPU, memory, and storage 

resources. This minimizes downtime and improves the system's ability to handle surges in demand. 

Software Load Balancers: In conjunction with containerization and virtualization, softwarebased load balancers 

like NGINX or HAProxy can be used to direct incoming traffic to the most efficient container or VM instance, 

optimizing resource utilization and ensuring high availability. 

6. Fault Tolerance and Redundancy 

Building a system that can recover from failures and prevent data loss is essential for medical health record 

management: 

Redundant Storage Systems: Implementing RAID (Redundant Array of Independent Disks) for storage can 

provide data redundancy and fault tolerance. In case of a disk failure, the system can continue operating without 

data loss or significant downtime, ensuring that patient records remain accessible. 

Backup and Recovery: For additional robustness, regular backups of the database and transaction logs should be 

made to ensure that in the event of a failure or data corruption, patient records can be restored quickly. 

7. Advanced Vertical Scaling Strategies Using Hybrid Approaches 

For even greater flexibility and robustness, a hybrid approach combining vertical scaling with horizontal scaling 

techniques (scaling out by adding more servers) can be implemented. This approach includes: 

Vertical Scaling with Microservices: Instead of having a monolithic application, breaking the system into 

microservices allows for more granular vertical scaling. For example, the patient record management system, 

data analytics, and billing system can be separated into microservices, each scaled independently based on its 

requirements. 

Hybrid Vertical Horizontal Scaling: In cases where vertical scaling reaches its limit (due to hardware or cost 

constraints), adding more servers (horizontal scaling) can complement the system. Combining both strategies 

can ensure that the infrastructure scales both vertically (by adding more resources to existing servers) and 

horizontally (by adding new servers) to handle growing data streams. 

The vertical scaling strategies such as database optimization, dynamic resource allocation, containerization, 

caching, load balancing, and fault tolerance can significantly improve the flexibility and robustness of a system 

handling transactional big data streams for electronic medical records. By focusing on these key areas, the system 

will be better equipped to manage growing data volumes, handle high transaction rates, and ensure the 

availability and security of sensitive medical information. 
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Challenges of Implementation 

When implementing a pilot study for handling transactional bigdata streams to improve Electronic Medical 

Health Records (EMHR) management, several challenges may arise, particularly in terms of cost implications, 

technical support, and integration with legacy systems. Below is a brief overview of these potential challenges 

1. Cost Implications 

Scaling and managing a system for handling big data streams, especially in a healthcare context, can lead to 

significant cost challenges: 

Hardware and Infrastructure Upgrades: Handling large data streams for EMHR systems requires robust 

servers with substantial processing power, memory, and storage capacity. This may necessitate upgrading 

existing hardware to highperformance systems with NVMe storage, multicore processors, or inmemory 

databases. These upgrades, including costs associated with purchasing and maintaining the infrastructure, can 

be expensive, especially for healthcare organizations with limited budgets. 

Software Licensing and Maintenance: The adoption of enterprise level software solutions for managing big 

data streams, such as specialized databases (e.g., Apache Kafka for data streaming) or analytics tools (e.g., 

Hadoop or Spark), often comes with high licensing fees. In addition, continuous software maintenance and 

updates are necessary to ensure compatibility with evolving technologies, adding to the ongoing cost. 

Cloud Infrastructure Costs: Many organizations opt for cloudbased solutions (e.g., AWS, Azure, or Google 

Cloud) to handle big data streams due to their scalability. However, the cost of cloud services, especially for 

realtime data streaming and storage, can escalate quickly. The more data that needs to be processed and stored, 

the higher the cloud service bills. Costs for bandwidth, data ingress/egress, storage tiers, and the use of specific 

cloud services (e.g., serverless computing) can become prohibitive if not carefully managed. 

Data Security and Compliance: Given the sensitive nature of healthcare data, organizations must invest heavily 

in data security measures to comply with regulations like HIPAA (Health Insurance Portability and 

Accountability Act). This involves encryption tools, secure data storage, audit logging, and compliance 

certifications for cloud services—all of which add additional costs. 

2. Technical Support and Expertise 

Running a system that processes big data streams requires specialized technical support, which poses several 

challenges: 

Limited InHouse Expertise: Many healthcare organizations may lack the technical expertise required to 

manage the complexities of bigdata infrastructure, such as realtime data processing, high availability, or the 

integration of new technologies. This expertise is necessary for troubleshooting, optimizing data streams, and 

ensuring system reliability. Hiring or contracting professionals with experience in data engineering, cloud 

infrastructure, and streaming platforms can be costly, and finding qualified personnel might be difficult. 

Ongoing Maintenance and Monitoring: Handling transactional big data streams for medical records involves 

continuous monitoring to ensure system performance and security. Without adequate technical support, 

organizations could face issues like server downtime, data loss, or breaches. This might require setting up 

dedicated teams for DevOps (Development and Operations) or managed service providers, adding to operational 

expenses. 

Integration with Emerging Technologies: The healthcare industry is constantly evolving with new 

technologies like AI, machine learning, and predictive analytics. Integrating these technologies into a bigdata 

management system requires continuous technical support and resources. For example, using AI for realtime 

data analysis or predictive healthcare solutions requires advanced infrastructure, specialized frameworks, and 

ongoing support to ensure system compatibility and reliability. 
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3. Integration with Legacy Systems 

A major challenge when implementing a new system for handling transactional big data streams in healthcare is 

integrating it with existing legacy systems. Many healthcare organizations still rely on outdated or custom built 

EMHR systems, which may not be easily compatible with modern bigdata technologies: 

Data Migration Issues: Migrating data from legacy EMHR systems into a new bigdata infrastructure can be 

challenging. Legacy systems often store data in incompatible formats, and the migration process may result in 

data inconsistencies or loss. The process of data cleaning, standardization, and conversion to ensure 

interoperability with modern systems is time consuming and resource intensive. 

Compatibility with Older Systems: Legacy systems are often built using older technologies that may not be 

compatible with new databases or datastreaming platforms. For example, some older EMHR systems may still 

use SQLbased databases with limited scalability, while newer bigdata platforms rely on NoSQL databases (e.g., 

MongoDB, Cassandra) that offer greater flexibility and performance. Integrating these systems may require 

middleware solutions or custom APIs, which increases both complexity and cost. 

System Downtime and Disruptions: Integrating a new system into an existing infrastructure without 

interrupting ongoing healthcare services is challenging. Downtime during the transition could affect patient care, 

cause delays in processing medical records, or result in financial losses. Managing such transitions carefully, 

with appropriate testing and redundancy, is essential but may incur additional costs. 

4. Data Governance and Compliance 

Data governance and regulatory compliance play a critical role in the management of healthcare records, and 

integrating new bigdata systems can introduce several challenges: 

Compliance with Regulations: Handling healthcare data requires strict adherence to regulations such as HIPAA 

(in the U.S.) or GDPR (in the EU). Ensuring that new bigdata platforms meet these compliance requirements 

may require additional investments in data encryption, access control, audit trails, and regular security 

assessments. Noncompliance can lead to severe penalties, lawsuits, and reputational damage. 

Data Ownership and Access Control: In a healthcare setting, determining who owns the data and controlling 

who has access to it is crucial. Integrating bigdata platforms with existing EMHR systems may raise concerns 

about data privacy, especially if the data is processed in the cloud or across multiple systems. Implementing 

robust role based access controls (RBAC), auditing mechanisms, and data governance policies to manage access 

across multiple systems is necessary but challenging to configure and maintain. 

5. Scalability and Future Proofing 

A key challenge when integrating a bigdata platform for EMHR management is ensuring that it is scalable and 

able to handle future data growth without significant reconfiguration or additional costs: 

Future Data Growth: As the volume of healthcare data continues to grow, especially with the rise of IoT 

devices, wearables, and genomic data, the system must scale efficiently to handle larger volumes of data. Vertical 

scaling (adding more resources to existing machines) might reach its limits, and organizations may need to invest 

in horizontal scaling solutions, such as distributed databases and cloudbased storage. However, scaling 

horizontally requires a shift in system architecture, which can complicate the integration with existing legacy 

systems. 

Technology Obsolescence: One concern with any new technology investment is ensuring that it remains 

relevant and supported over time. Rapid technological advancements can render current systems outdated within 

a few years, requiring continuous upgrades or migrations. Planning for longterm flexibility in system design and 

ensuring compatibility with future technologies is critical but difficult to guarantee. 
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Comparison of the new system and Cloudbase Solution or Hybrid Approaches 

Aspect 

A Pilot Study on Handling Transactional 

BigData Stream for Improved EMHR 

Management 

Cloudbased Solutions or Hybrid Approaches 

Infrastructure 

Typicallyonpremise or private 

infrastructure designed to handle big data 

streams. 

Leverages scalable cloud infrastructure or a mix of 

onpremise and cloud services. 

Scalability 
Limited by physical hardware, requires 

vertical scaling for increased capacity. 

High scalability, with the ability to scale 

horizontally or vertically as needed. 

Cost Implications 

High upfront costs for hardware and 

ongoing maintenance; requires large 

CAPEX. 

Payasyougo model for cloud services, reducing 

CAPEX but increasing OPEX. 

Technical Support 
Requires specialized inhouse support for 

big data and realtime processing systems. 

Cloud providers offer managed services and 24/7 

technical support, reducing inhouse needs.Data 

Security and Compliance 

Data Security and 

Compliance 

Onpremise infrastructure provides full 

control over data, but security is inhouse 

responsibility. 

Cloud providers offer builtin security and 

compliance measures (e.g., HIPAA, GDPR), 

though trust in thirdparty security is required. 

Latency and 

Performance 

Performance is subject to the capacity of 

the physical hardware and optimization. 

Highperformance levels with low latency, 

especially with hybrid models that combine local 

storage and cloud services. 

Maintenance 

Requires continuous inhouse technical 

expertise for system upkeep and 

troubleshooting. 

Minimal inhouse maintenance; cloud providers 

handle much of the system’s upkeep. 

RESULTS AND DISCUSSION 

Performance Evaluation 

For the model architecture, we used 3types of testing namely : 

1. Alpha testing helps a programmer identify errors in the product before its release for public use. It 

focuses on finding weaknesses before beta tests and seeks to ensure users employ blackbox/whitebox 

testing modes. 

2. Beta test is before the release of software for commercial use. It is usually the final test and often includes 

program system distribution to experts seeking means to improve on the product. We sent the product to 

the store for the beta test. 

3. Unit test requires individual units or components of software to be tested. This phase/stage of software 

development often seeks to corroborate and ensure that each part of the software performs according to 

its design specification. The smallest testable part of any software is known as the unit test. It has few 

inputs with a single output. 

We adopt both alpha and unit testing to yield summary for execution time(s) taken to provision feedbacks to 

user requests from the BigData system.  With bothsupportand confidencelevel of 0.1Table1yield performance 

http://www.rsisinternational.org/


 

INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN APPLIED SCIENCE (IJRIAS) 
ISSN No. 2454-6194 | DOI: 10.51584/IJRIAS |Volume IX Issue X October 2024 

 

 

Page 390 www.rsisinternational.org 

  

 

 

of Frequencygrowth pattern (FP) with0.9182 (91.82%) confidence that supports our decision that expert 

personnel and patients (as users) preferred the adoption of this proposed system support as analyzed transactions. 

Table 1. Performance of Generated Rule Mining with Support and Confidence of 0.1 value 

Hybrid Association Rules MineFrequencyPattern Growth Support Confidence Execute 

FMC.Nelson⋂ASH.Nelson⋂Lily.Nelson (⋂others.Nelson) àNelson.Recordset 

(All_Healthcare_Facilities) 
0.026 0.194 

  

18secs FMC.Nelson.LabResult⋂ASH.Nelson.LabResult⋂Lily.Nelson.LabResult 

(⋂others.Nelson) àNelson.Recordset (All_Healthcare_Facilities) 
0.006 0.214 

The system throughput as the main performance metric (as adapted) seeks to determine the time interval between 

a user's request and apps response time to provision feedback to the user. Thus, the average convergence time it 

took for the algorithm to compile these requests as sent by the user was 18seconds using a support of 0.1 and a 

confidence of 0.1. 

Discussion of Findings 

Since, it is webbasedapplication  its integration, availability, accessibility and reachability also had to be 

measured. To achieve this, we measure the response time for both queries and http page retrieval as in Table 

2  to ascertain the system scalability and resilience via 2cases namely: (a) 250users, and (b) 1000users from the 

various categories/groups of doctors, nurses, healthcare personnel, patients at the different healthcare facilities. 

Table 2. Performance metrics for Scalability and Resilience 

Transactions 
Case1 Case2 

Population Time Population Time 

Queries 250 59secs 1000 78secs 

Htpps 250 63secs 1000 85secs 

With a population of 250users, the response time of 59secs was achieved for queries and 63secs for https pages 

retrieval. Also, with an upscaled size to 1000users, to check for its scalability and reachability of the proposed 

system  there was naturally a longer response time of 78secs for queries and 85secs for https pages retrieval 

feedbacks. 

CONCLUSIONS 

With the current surge in technological development and the widespread adoption of new technologydriven 

business strategies, businesses can now operate more efficiently, productively, and profitably. Despite the 

enormous amount of data generated daily, we have observed that the healthcare industry has always kept 

uptodate with technology; However, the adoption of data analytics and data science will bolster the field of 

medicine. Thus, for the future  this study is a positive step and should be improved upon. Furthermore, this 

research work signifies a paradigm shift in the application of artificial intelligence to health diagnostics as 

supported by .This application yieldsahighperformance, opensourced, and userfriendly support model with 

transaction privacy and confidentiality. 

Journal Reference Format: 

A pilot study on handling transactional bigdata stream for improved electronic medical health records 

management: a pilot study. Journal of Behavioural Informatics, Digital Humanities and Development. 
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