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ABSTRACT 

Malaysia's rapid adoption of Artificial Intelligence (AI) necessitates a framework that aligns with the nation's 

core values enshrined in the Federal Constitution and Rukun Negara, which represent the foundation of its 

national identity. This article proposes a novel approach for regulating and governing AI in Malaysia by 

integrating these principles.  The authors examine how specific applications of the Federal Constitution and 

Rukun Negara pillars can guide AI development. This includes designing AI systems that respect religious 

beliefs and ethical considerations (Belief in God), prioritize national security and well-being (Loyalty to 

King and Country), operate within the bounds of the Constitution (Supremacy of the Federal Constitution), 

and uphold transparency and accountability (Rule of Law). Additionally, analysis on how Courtesy and 

Morality can be translated into design principles that promote social harmony and responsible AI 

development. By integrating these principles, this framework safeguards responsible AI development within 

Malaysia. Furthermore, it serves as a valuable case study for other nations navigating the ethical and legal 

complexities of AI in the 21st century. 
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INTRODUCTION 

The rapid development of Artificial Intelligence (AI) presents a double-edged sword for nations – immense 

opportunities and unprecedented challenges. Malaysia, a vibrant country with rich tapestry of cultures, is 

uniquely positioned to navigate this frontier. However, AI raises profound questions about ethics, 

governance, and how to ensure this powerful technology aligns with the nation's core values.  

This article proposes a novel approach to AI law formulation and development in Malaysia by integrating the 

principles enshrined in the Rukun Negara, the nation's foundational philosophy established in 1970 [1]. 

These five principles of Rukun Negara; Belief in God, Loyalty to King and Country, Supremacy of the 

Constitution, Rule of Law, and Courtesy and Morality, have fostered national unity. Their incorporation and 

integration into AI law formulation and development, would and could ensure Malaysia’s AI framework is 

not only technologically sophisticated but also ethically sound and reflects the nation's core values. 

This article will delve into the specific ways the Federal Constitution and Rukun Negara principles can be 

applied to AI law development. We will explore how AI systems can be designed to respect religious beliefs 

and ethical considerations (Belief in God), prioritize national security and well-being (Loyalty), and operate 

within the bounds of the Malaysian Constitution (Supremacy of the Constitution). Additionally, we will  

discuss the importance of establishing transparent and accountable legal frameworks to govern AI 

development and deployment, upholding the rule of law in the digital age [2]. Finally, we will analyse how 

AI can be harnessed to promote social harmony and ethical conduct within Malaysian society. 
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BACKGROUND FACTS 

AI encompasses a broad range of technologies that enable machines to simulate human intelligence. 

Machine learning, a subfield of AI, allows algorithms to learn from data and improve their performance on a 

specific task without explicit programming [3]. AI applications are already prevalent in various sectors, from 

facial recognition software to autonomous vehicles and financial trading algorithms [3, 4].  

The potential benefits of AI for Malaysia are significant. AI can revolutionize industries, increase efficiency 

in public services, and drive innovation across various sectors [5]. However, the rapid development of AI 

also necessitates the creation of robust legal frameworks to ensure responsible development and deployment 

[5, 6]. 

Currently Malaysia has no specific law dedicated on AI laws or regulations that directly address the 

development, deployment, or use of AI. Malaysia then attempts to address some aspects of AI through a 

combination of existing laws and regulations. 

Until a new AI law and regulations are enacted, the said above situation shall stay and Malaysia continues to 

apply the existing legal framework. 

However, these existing laws are all designed in the pre-AI era. Notably, they were designed to address 

human activities and behaviours, not machine or digital processes. As such the laws struggle to 

comprehensively grapple with the digital challenges thrown at them. Likewise, it is equally not easy to fit the 

complex and evolving nature of AI systems, processes, and activities into the rigid square boxes of the 

various provisions of existing laws and regulations [7-10]. 

The lack of specific law AI could inadvertently raise ethical concerns [11, 12]. AI systems can perpetuate 

biases and discrimination if not developed and deployed responsibly. Without clear regulations, ensuring 

ethical AI development becomes a challenge. Additionally, the potential misuse of AI for malicious 

purposes, such as cyberattacks or autonomous weapons, necessitates robust safeguards [13]. 

This legislative gap leaves several crucial questions unanswered. Issues like data privacy, algorithmic bias, 

and liability in the case of AI-related accidents remain unaddressed by existing legal frameworks. For 

example, the vast amount of data collected for AI development raises concerns about data privacy and 

security. Existing laws may not provide adequate safeguards against potential breaches or misuse of personal 

data. In the event of an accident or malfunction caused by an AI system, determining liability becomes 

complex. Without clear guidelines, holding developers or users accountable can be difficult.  

A. Application of Existing Laws to AI 

There are several main existing laws that are closely related to AI and often used in dealing with AI systems 

or processes listed below. 

A(1) Personal Data Protection Act (PDPA) 2010 

PDPA serves as a cornerstone for data privacy protection in Malaysia.  Enacted to regulate the collection, 

use, and disclosure of personal data, the PDPA are very useful and strong in protecting the core principles for 

data handling. For example, the PDPA 2010 demanded for individual’s consent first before any personal data 

and information about them can be collected, disclosed, used or shared. This principle is crucial for ensuring 

transparency and user control over their information [14]. 

The PDPA promotes the collection of only the personal data necessary for a specific purpose. This principle 

aimed at minimizing the amount of data collected and avoid them from being used or re-used for other 

purpose than originally meant, thus reduce or mitigate privacy risks [15]. For example, for market profiling, 

training and analysis [2]. 
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The PDPA mandates data users to implement appropriate security safeguards to protect personal data from 

unauthorized access, disclosure, loss, or alteration [16]. This is crucial for ensuring the security of sensitive 

data from being used illegally. 

Despite these strengths, the PDPA struggles to fully address the complexities of AI due to unique 

technological capabilities of AI systems and technology. The Act's limitations become apparent when 

considering the specific challenges posed by AI-driven data collection and analysis. 

1. Anonymized Data 

The PDPA primarily focuses on protecting identifiable personal data that are specifically associated to the 

individual concern. For example, name, age, religion, academic qualification, gender and so on. However, AI 

systems often utilize anonymized data sets that can still be used to re-identify individuals, a loophole not 

adequately addressed by the current legislation [18]. 

2. Algorithmic Bias 

Happens when biasness is already embedded within the algorithms themselves. This happens when 

programmers has “unconsciously or consciously” chosen or assumed something during algorithm design. 

For instance, an algorithm designed to identify potential criminals might be biased towards certain racial 

groups if the training data contained a higher representation of criminals from those groups [20].  

a. Data bias  

Occurs when the data used to train AI systems reflects existing societal biases. For example, if a loan 

approval AI is trained on historical data that disproportionately rejected loan applications from a particular 

demographic group, it might perpetuate this bias in future decisions [19]. 

b. Algorithmic Bias  

Happens when biasness is already embedded within the algorithms themselves. This happens when 

programmers have “unconsciously or consciously” chosen or assumed something during algorithm design. 

For instance, an algorithm designed to identify potential criminals might be biased towards certain racial 

groups if the training data contained a higher representation of criminals from those groups [20].  

c. Human Bias 

Takes place through the way AI systems are used. If the developers or users of an AI system make decisions 

based on biased interpretations of the system's outputs, it can perpetuate discriminatory outcomes [21].  

These biases can manifest in various ways, impacting areas like loan approvals, job recommendations, 

criminal justice predictions, and even facial recognition software. If AI systems are perceived as biased, it 

can lead to a lack of trust in the technology and its outputs. This can hinder the adoption and societal benefits 

of AI. Moreover, biased algorithms raise significant ethical concerns. They can perpetuate societal 

inequalities and undermine the fundamental principles of fairness and justice [22]. 

3. Data Sharing and Cross-border Transfers 

The PDPA regulations on data sharing and cross-border transfers may not be sufficiently robust in the 

context of global AI development. As AI systems often involve collaboration across borders, clear guidelines 

are needed to ensure data protection during international transfers. For example, a Malaysian company might 

partner with a foreign AI developer, sharing anonymized customer data for training purposes. The PDPA 

might not have clear provisions to ensure the foreign company adheres to the same data protection standards 

as those mandated in Malaysia. 
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A(2) Communications and Multimedia Act (CMA) 1998 (amended 2002) 

The CMA can be applied to regulate certain aspects of AI, particularly those related to online content and 

data protection. While the CMA is not specifically designed for AI and may not adequately address the 

complexities of the technology, it possesses some strengths that can be leveraged for a degree of protection 

against potential harms associated with AI, particularly in the online environment. 

1. Content Moderation and Algorithmic Bias 

The CMA empowers authorities to remove online content deemed harmful, offensive, or threatening public 

order [23]. This can be cautiously applied to address situations where AI-powered platforms generate or 

promote harmful content, such as hate speech or extremist ideologies. 

It is crucial to recognize the limitations of the above approach. Content moderation can be subjective and 

raise concerns about freedom of expression. Additionally, the CMA's focus on removing content does not 

directly address the root cause of algorithmic bias that might be generating such content in the first place. 

AI goes far beyond online content. It encompasses a wide range of technologies, including machine learning 

algorithms that power applications like facial recognition, autonomous vehicles, and even financial trading 

systems. In this context, the CMA lacks specific provisions to address this issue. The CMA's scope might not 

adequately address the diverse ways AI interacts with the online environment. 

2. User Protection and Data Privacy (to a limited extent) 

The CMA includes provisions for consumer protection against online fraud and misleading advertising [24]. 

While not directly addressing AI, these provisions can be interpreted to offer some level of protection against 

malicious AI applications designed to defraud users online. 

AI development often involves vast amounts of data collection. The CMA's data protection measures might 

not be comprehensive enough to ensure user privacy in the context of AI. Many AI systems operate as "black 

boxes," making it difficult to understand how they reach their decisions. Black box refers to an AI system 

where the internal workings and decision-making processes are opaque and difficult to understand.  Though 

these systems often produce accurate results, but the reasoning behind those results remains a mystery. This 

lack of transparency poses significant challenges in several ways 

a. Explainability 

The "black box" of AI systems does not provide explanations for their outputs. It is unclear how the system 

arrived at a specific decision, making it difficult to assess its validity, fairness, or potential biases. For 

example, an AI system used for loan approvals might deny a loan application without providing any reason 

or explanation for the rejection. This lack of transparency can be frustrating for users and hinder trust in the 

technology [25]. 

b. Debugging and Improvement  

If a "black box" AI system produces incorrect or biased results, it is difficult to pinpoint the source of the 

problem within the complex algorithms. This makes debugging and improving the system a challenging task. 

For example, an AI system used for facial recognition might misidentify individuals from certain ethnicities. 

Without understanding how the system arrived at these misidentifications, it's difficult to address the 

underlying bias and improve its accuracy [26]. 

c. Ethical Concerns  

The opaque of "black box" systems raises concerns about potential biases embedded within the algorithms. 

These biases might not be readily apparent but can lead to discriminatory outcomes. For example, an AI 
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system used for hiring decisions might favour candidates with certain characteristics based on historical data 

used for training. This could lead to biased hiring practices even if the developers weren't aware of the bias 

within the system [26]. 

If a "black box" AI system causes harm or makes an incorrect decision, it is very challenging to determine 

who is accountable. The developers might not be able to explain the system's reasoning, making it difficult to 

assign responsibility for its actions. An autonomous vehicle using a "black box" AI system might cause an 

accident. Without understanding how the AI system made a particular decision, assigning blame between the 

developers, the manufacturer, and the driver becomes complex [25, 26]. 

The limitations of "black box" systems highlight the need for increased transparency in AI development. The 

CMA needs a holistic approach and clear regulations on ensuring transparency and explainability in AI 

systems. 

A(3) Sale of Goods Act 1957 (SOGA) 

SOGA 1957 governs the sale of goods and consumer protection in Malaysia. The SOGA generally 

establishes a framework for holding sellers and manufacturers liable for defective goods that cause harm to 

consumers [27]. The SOGA promotes consumer protection by ensuring a certain level of quality and safety 

in the goods sold. It offers some potential strengths in addressing product liability concerns [28]. 

This principle can be extended to AI-powered products. including those related to AI-powered goods 

especially when the products malfunctions and causes injury or harm a consumer or property damage. The 

SOGA might be used to hold the manufacturer or seller accountable. 

Bearing in mind, the SOGA is enacted in 1957, it is not designed thus hardly adequate for the complexities 

of AI. The SOGA might not be able to determine liability and accountability when the distinction lines 

between AI software in the form of AI algorithms and goods or the physical device containing the algorithms 

are blurry. The SOGA is very effective in situations where the defects in goods have caused injury, harm or 

damage to a person or his property or assets [29]. Things might not be as applicable to situations where AI 

systems cause harm due to unforeseen consequences or biases in the algorithms [2, 30]. 

A(4) Law of Torts 

Generally, Tort law is for civil wrongs and compensation for damages caused by negligence or breach of 

duty. Positively, the legal principles of negligence and duty of care offer a foundation for building legal 

arguments related to AI. The law of torts might be used to seek compensation from the developers or 

operators when a faulty autonomous vehicle or faulty programming, and in turn and causes harm [30]. 

Existing case law on negligence can be referenced when establishing liability in those situations. As such, 

Tort law can potentially adapt to new technologies, allowing for some level of application to emerging AI -

related issues for addressing harm caused by AI systems in Malaysia. 

Like SOGA, the law of torts has limitations in the context of AI: Establishing a "duty of care" between 

developers, operators, and users of AI systems can be challenging. Demonstrating a clear causal link 

between an AI system's actions and the harm caused can be complex [31]. 

While these existing laws offer some potential avenues for addressing AI-related issues, their limitations 

highlight the need for a comprehensive legal framework specifically designed for AI. Currently, the existing 

laws are either too broad or narrow to address the complexities of AI. In both situations, the laws could lead 

to an overly restrictive or ineffective approach. 

Recognizing this gap, policy initiatives like the National Data Governance Framework 2020 and National 

Policy on Industry 4.0 2017 have been hinting at future regulatory developments. It is important to remember 

that existing laws are not one size fit for all challenges of AI. The complex and evolving nature of AI 
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systems may not easily fit into their provisions and requirements. Developing a comprehensive legal 

framework for AI is crucial for fostering trust in the technology and ensuring its responsible advancement. 

AI laws should address issues of transparency, accountability, liability, and human oversight. They should 

also establish ethical guidelines for data collection, use, and bias mitigation [25]. 

As a rapidly evolving field, AI needs flexible laws and regulations, designed to adapt to new technologies 

and applications without unnecessary constant revisions. Although Malaysia then can use the existing legal 

frameworks and laws as foundation and platform, it is important to ensure the new AI regulatory framework 

must be independent of existing legal frameworks. It is crucially vital to ensure the framework is based on 

the principles of transparency and accountability, focussing on the unique challenges posed by AI 

development and deployment in Malaysia [11]. 

FEDERAL CONSTITUTION, PRINCIPLES OF RUKUN NEGARA AND AI 

The proposed AI legislation should be deeply rooted in the fundamental principles enshrined in the Federal 

Constitution and Rukun Negara. These two pillars, acting as the bedrock of Malaysia's national identity, 

shape its aspirations and core values. The AI legal framework must acknowledge, respect, and reflect the 

essence of these documents, including their objectives, intentions, and core principles.  

The Federal Constitution and Rukun Negara demonstrate remarkable adaptability. They can evolve to 

accommodate emerging technologies like AI, while still serving the nation's needs and upholding the seven 

principles of responsible AI.  Therefore, ensuring harmony and synergy between AI deployment, regulations, 

and the principles outlined in these foundational documents is imperative. 

A. Federal Constitution 

The Federal Constitution of Malaysia, the supreme law of the land, outlines the fundamental principles that 

govern the nation. It stands above all other laws, nullifying any legislation that contradicts its spirit or written 

provisions [32]. 

As Malaysia ventures into the transformative world of AI, the Federal Constitution becomes even more 

critical. Its embedded values and principles directly influence the legal framework for AI development. 

However, the fundamental and legally guaranteed rights and freedoms enshrined in the Constitution could be 

potentially compromised by the deployment and use of AI systems. 

A(1) Fundamental Rights and Freedom 

The Constitution enshrines fundamental rights and freedoms for Malaysian citizens, including freedom of 

expression, speech, religion, and assembly. These rights are at risk of being infringed on continuous basis in 

the era of AI. 

AI systems for facial recognition or social media monitoring could potentially raise concerns about privacy 

[33] and freedom of expression [34]. AI systems used for content moderation or social media surveillance 

could raise concerns about censorship and stifle free expression. 

While not explicitly mentioned the judicial precedent have interpreted that the Federal Constitution does 

protect individual privacy through provisions like protection against unlawful arrests and searches [35, 36]. 

The enactment of PDPA in 2010 strengthened this point. On the same hand, AI systems for facial 

recognition or social media monitoring raise many concerns about privacy and freedom of expression. 

The AI development and AI deployment often relies on vast amounts of data collection, for training and 

operation purposes.  Again, this is another area of concerns about privacy violations if data is collected, 

stored, or used without proper consent or safeguards. 
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When AI system is used for content moderation or social media surveillance, the same inadvertently raise 

concerns about censorship and stifle free expression. 

A(2)Equality and Non-discrimination 

The Constitution guarantees equality before the law and prohibits discrimination based on factors like race, 

religion, or gender [37]. However, AI can be programmed and trained to be bias as the AI systems learn from 

those data that are collected and key in and trained on.  If the training data reflects societal biases, the AI 

system can inherit those biases and perpetuate discriminatory outcomes. 

The algorithms used to develop AI systems can also be biased.  Programmers might encode unconscious 

biases into the algorithms or choose metrics that favor certain demographics unintentionally [38]. 

A(3) Due Process and the Rule of Law 

The Constitution upholds the principles of due process and the rule of law. The Constitution guarantees the 

right to a fair trial, including the right to be heard, due process, rule of law and the presumption of innocence 

[39]. 

If AI systems are used in decision-making processes that impact individual’s rights such as loan approvals 

and criminal bias, fairness and transparency are crucial. These principles should be reflected in AI laws, 

ensuring transparency and fairness in decision-making processes involving AI systems [40]. 

In that context, it is paramount that the AI system and law must deploy and promote the development of 

"explainable AI". The AI needs to allow individuals to understand how AI decisions are made about them. 

This fosters accountability and ensures AI systems are used fairly and justly [41]. 

A(4) Federalism and the Distribution of Powers 

The Federal Constitution establishes a federal system of government, dividing legislative powers between 

the federal and state governments. AI development and regulation might involve collaboration between 

federal and state authorities [42]. 

The AI law should be formulated in a way that respects the distribution of powers outlined in the 

Constitution. This ensures a coordinated approach to AI regulation across different levels of government.  

On overall basis, the Federal Constitution provides a strong foundation for developing a robust and ethically 

sound AI legal framework in Malaysia. By aligning AI regulations with the core principles enshrined in the 

Constitution, Malaysia can ensure that AI development and deployment benefit all Malaysians while 

safeguarding fundamental rights and promoting responsible innovation. 

For example, the AI law would need to ensure these technologies are used responsibly and in accordance 

with constitutional rights. The AI law should build upon existing data protection laws and emphasize strong 

safeguards for user privacy. This could include robust consent mechanisms for data collection, clear data 

retention policies, and the right to access and delete personal data used in AI systems. 

There must be an established regulations to prevent and mitigate algorithmic bias. This could involve 

promoting the development of “fairness-aware" AI algorithms and requiring regular audits of AI systems to 

identify and address potential biases. The AI law should establish safeguards to prevent algorithmic bias and 

ensure fair treatment for all Malaysians. 

B. Rukun Negara 

The Rukun Negara, launched in 1970 following a period of social and racial unrest between three major 

races of Malaysia in 1969 [43-45]. Unlike the Federal Constitution, the Rukun Negra is not a legal document 

but a set of principles that set the cornerstone of national identity. 
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The Rukun Negara outlines five core objectives for the nation to strive as outlined in the document’s 

preamble. 

“……Whereas our country Malaysia supports the ideals of:-(i) Achieving greater unity among the whole 

community; (ii) Preserving a democratic way of life; (iii) Create a just society where the prosperity of the 

country will be enjoyed fairly and fairly; (iv) Securing a liberal way against its rich cultural traditions and 

various patterns; and (v) Build a progressive society that will use modern science and technology”.  

The above objectives are achievable through 5 core principles known as the principles of Rukun Negara. 

They are: (i) Belief in God, (ii) Loyalty to King and Country, (iii) Supremacy of the Constitution, (iv) Rule 

of Law, and (v) Courtesy and Morality. 

While not legally binding, the Rukun Negara acts as a complementary text to the Federal Constitution, 

strengthening and illuminating its spirit.  Its principles not only guide the interpretation of various 

constitutional provisions, particularly those concerning fundamental liberties, but also act as a moral 

compass in various aspects of Malaysian life, including political, economic, religious, and social spheres. 

Moving together with time and advancement of technology, these principles can also be applied to guide 

responsible AI development in Malaysia. 

B(1) Rukun Negara for Responsible AI Laws 

The five objectives of Rukun Negara are seemingly traditional values. However, they surprisingly, hold 

profound relevance for the development and application of AI in Malaysia. In the hindsight, there are a lot of 

similarities and identical values between Federal Constitution, Rukun Negara and responsible AI. 

Malaysia's proposed AI laws can achieve the goal of responsible AI by aligning with both the Federal 

Constitution and the Rukun Negara principles as shown in Table 1 below. 

TABLE I MAPPING OF PRINCIPLES AND PROPOSED AI LAW 

Principles Details 

1. Responsible AI Fair and Inclusive AI 

Rukun Negara 

Rule of law 

Supremacy of the Constitution, 

Courtesy and Morality 

Federal 

Constitution 
Equal Rights / Non -discriminatory treatment 

Proposed AI Laws 

The Federal Constitution guarantees equal rights and non-discriminatory treatments of 

citizens, where everyone has the rights to due process of the law. Only through 

this    the objectives of "Creating a Just Society" and "Securing a Liberal Way of Life" 

as appeared in the preamble of the Rukun Negara can be achieved. 

AI laws should ensure that AI applications do not perpetuate discrimination, emphasize 

inclusivity and equal opportunity and promote access to AI benefits for all Malaysians 

2. Responsible AI Transparent and Accountable AI 

Rukun Negara Supremacy of the Law 

Federal 

Constitution 

Supremacy of the Constitution 

Equal rights, including rights to due process and the right to a fair trial 
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Proposed AI Laws 

The legal system demands transparency and accountability in AI systems and their 

deployment. This is particularly crucial for AI decision-making processes, especially 

when used in legal contexts for example in analysing evidence. Transparency ensures 

individuals understand how AI-based decisions are made, while clear lines of 

accountability guarantee recourse if necessary. 

3. Responsible AI Socially Responsible AI 

Rukun Negara 
Belief in God 

Courtesy and Morality 

Federal 

Constitution 
Freedom of speech and expression. 

Proposed AI Laws 

Content moderation of AI can potentially go against the above principles of Federal 

Constitution and Rukun Negara. Thus, the proposed AI law needs to regulate AI 

applications to prevent censorship or limitations on these fundamental rights. In order 

to encourage respect for diverse beliefs and values amongst Malaysians, the AI law 

should encourage the development of AI systems that consider societal and cultural 

impacts, fostering a harmonious future for all Malaysians. 

CONCLUSION 

The version of this As Malaysia embraces AI, navigating the ethical and legal landscape is critical. 

Unchecked AI development could lead to societal harms like discrimination or privacy violations. To 

prevent this, we must prioritize the development of a robust AI Bill that upholds ethical principles and 

safeguards individual rights. Fortunately, Malaysia has a strong foundation for responsible AI in its Federal 

Constitution and Rukun Negara. These documents, while not explicitly addressing AI, enshrine core values 

like equality and justice. By anchoring AI laws in these principles, the AI development can strengthen 

national unity, promotes social justice, and respects cultural diversity. The Rukun Negara's principles act as a 

compass, guiding AI development towards a more just, inclusive, and equitable society for all Malaysians. 

This framework balances the need for technological progress with the protection of individual liberties, 

ensuring a future where AI serves the collective good. 
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