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ABSTRACT  

Digital technology has demonstrated humongous benefits in spreading of information and awareness creation. 

Digital media platforms are observable facts that have turned out to be pervasive as the presence and use of 

digital platforms by netizens. Even more puzzling in several discourses is the near absence of the cultural 

strengthening and self-motivated of existence, particularly in Nigeria. This represents a new boundary of 

challenge. The use of visual elements in digital technology platforms and visualized communication in 

spreading of false information in Nigeria should be regulated. Its format is most used in promoting this 

practice. The major platforms used are WhatsApp, Facebook, YouTube and Instagram. This study utilized 

Survey design to obtain secondary data in literature and descriptive statistics were adopted using a self-

structured questionnaire. The study adopts Technological Determinism theory and Disruptive Technology 

theory in observation of distinctiveness submissions to better knowledge of netizens behavioural pattern. 

Findings reveal that that digital technology user’s spread false information to gain attention, although 

significant confidence is placed on digital media platforms; many netizens hide their real identities. The study 

found out that false information spread through it creates panic and tension, pseudo identities dictate because 

sharing personal information violates long-standing culture of social identity secrecy entrenched in customary 

traditions in many parts of Nigeria. It was also found that emergence and continual spreading of false 

information need to be dealt with by imbibing societal value re-orientation for digital technology users; 

building their understanding and educating the masses. Spreading of false information has given rise to 

insecurity in Nigerian. Several unknown armed groups, tribal mercenaries and religious fundamentalist are 

proof of banditry and insecurity in Nigeria. Aside explaining themselves with overt and covert cultural 

distinctions of digital technology users, the study concludes that software engineers in Nigeria require 

developing modified software and re-categorizing bots accounts, and chat-bots especially into algorithmic 

template because of the socio-psychological peculiarities of the clime. The paper recommends the potential 

valuing and strengthening of digital technology platforms in ensuring reduction of spreading of false 

information in Nigeria.  

Keywords:  Digital Technology Platforms, Spreading of Information, Visual Elements, Visualized 

Communication 

INTRODUCTION 

Digital technology platforms have remained indispensible device for information dissemination and 

communication sharing. Digital technologies are examples of internet platforms that facilitate users sharing 

and spreading of information. They are platforms that create participation, conversation, sharing, collaboration 

and linkage. The platforms are possibly among the quickest means of disseminating information. Nwabueze 

(2014) posits that digital technologies have proved to be vital channels of mass enlightenment and mobilisation 

in the society. The use of digital technology platforms in Nigeria has been characterized through the adaptation 

of smart mobile phone. Most Nigerians have seen that its use is an indispensible tool that assists information 

sharing and dissemination. 

Consenting to this, Uzuegbunam (2020) notes that Nigeria is among the largest mobile market in Africa. This  
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has enabled people who use digital technology to post several stories whether the facts are right or not. Most 

Nigerians are active in using it, such as Facebook, Twitter, Instagram, Whatsapp and host of other platforms 

where stories go viral.  

Most false information thrives on digital technology platforms. Joan and Baptista (2020) asserts that false 

information refers to any form of online disinformation, which totally or partially has false contents, created 

intentionally to manipulate a specific audience, through a format that imitates a news or reports, through false 

information that may or may not be associated with real events to attract the readers’ attention and to persuade 

them to believe in falsehood. The above undoubtedly explains that false information motive is purposeful 

intention to deceive and create false image and impressions. The insecurity in Nigeria has attributed to sharing 

and dissemination of false information.  

Nigeria is facing a serious challenge largely caused by heinous activities of bandits and unknown gunmen, who 

destroy public facilities, kill security operatives and create atmosphere of fear in the region. Digital technology 

platforms post activities of bandits and unknown gunmen to ignite certain feelings. Chukwuere and 

Onyebukwa (2018) state that at present, millions of Digital technology users are connected to events 

happening in Nigeria, while some use this medium to promote false information. This study therefore seeks to 

determine digital technology use in propagating false information and its influence on insecurity in Nigeria. 

Statement of the Problem 

 The arrival of digital technology platforms in Nigeria is a good development since people communicate, share 

ideas and information. It has been accepted and adopted as a powerful means of communication and social 

relationship. However, it propagates false information which threatens the security of the country. Chukwuere 

and Onyebukwa (2018) identify that using it creates terror by means of false information postings to promote 

propaganda and fear. Its platforms are not regulated, as a result, people that are not well exposed to 

differentiate between false information and real news fall victim to it on digital technology platforms.   

Several researches has revolved around the phenomenon of false information, its risk to the society, and 

clarifications to the spread of fake information such as the works of research Dentith (2017); Roozenbeek and 

Linden (2018); Egelhofer and Lecheler (2019). As a result, this study examines the demography accounts of 

likely persons mostly involved in the spreading of false information, the tempo at which they spread fake 

information, and the nature of the information they frequently spread. Manipulation and misinformation of the 

public through it has caused great harm to the security in unprecedented level in Nigeria. Findings of the study 

seek to determine the role of false information in the escalation of security challenges in the country. Findings 

will also assist relevant stakeholders in regulating contents of stories and guiding them in making informed 

decisions.  

Purpose of the Study 

To determine visual elements in digital technology platforms and visualized communication in spreading of 

false information 

The specific objectives are to: 

i.  examine the spreading of false information;  

ii.  investigate the role of Nigerian audiences in the spreading of false information.  

iii. determine impacts of false information reports on subscribers of a digital technology platforms 

Research questions formulation 

The research questions were established following the evaluation of the literature and the following research 

questions were formulated and addressed. 

1: What are the factors responsible for spreading false information in digital technology platforms? 
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2.  What are the roles of Nigerian audiences in the spreading of false information? 

3. What are the existing challenges of false information? 

4: What are the existing techniques used to identify false information in digital technology platforms? 

5. What are impacts of false information reports on subscribers of digital technology platforms? 

Sources of information 

The researchers extensively searched for journal and conference research articles, books, and magazines as 

source of data to extract relevant articles. They used main sources of scientific databases and digital libraries in 

their search, like Google Scholar, Springer Link, Science Direct, and Scopus.   

LITERATURE REVIEW  

Digital Technology Platforms and False Information Reports 

 Previously, the media setting was controlled by the traditional media forms that provided information, 

entertainment and education for people. Currently, digital technology platforms have changed the entire 

information dissemination where people connect and share ideas. The advent of digital technology platform 

has brought a lot of progress in communication. Digital technology platforms enable people to interact, 

communicate and share ideas. Digital technology platforms according to Nwabueze, (2014) is the web-based 

technologies that transforms and broadcast media monologues into social media dialogues. It gives room for 

involvement, social association with numerous people who utilize the digital technology. Across digital 

technology platforms, the spread false information has been on the rise. 

 False information according to Thorsten, Lena, Svenja & Tim (2019) can be classified into: misleading false 

news, fabricated false news, intentional false news and negligent false news. Muigai (2019) notes that 

inventors of false information fabricate stories to misinform, sway opinions, spread propaganda, incite hate, 

alter perceptions, etc., through opinions, predictions and blatant fabricated narratives.  

Viewpoints on Visualization 

 Paintings dates back to pre-historic times and the ancient periods bear witness to humankind’s instinctive and 

inherent ability to generate visualizations in order to support generational knowledge transfer during pre-

literate era. According to Christianson (2012), a list of over 100 diagrams changed the world, beginning from 

the Chauvet Cave drawing (30 000 BC), to the Aztec calendar (1479), the Periodic Table (1869), and the 

World Wide Web (1989), and finishing with the design of the iPod in 2001. This visualization is a 

representation of innovations in the areas of art, astronomy, cartography, engineering, chemistry, mathematics, 

history as well as communications. Visualizations have made provisions for graphical objects, with 

characteristics making powerful communication mechanism. Burkhard (2004) notes that images are pre-

attentive. They are developed ahead of the conscious mind, which starts to pay attention, processed before text 

and required with a reduction of effort to comprehend than textual descriptions. When utilising visualization, 

the viewer moves through the stages of perception, interpretation and comprehension with each stage relying 

on the earlier stage. This Kirk (2016) asserts that visualization itself is pre-existing knowledge and experience.  

Visual methods creates powerful medium that positions general communicative frameworks.  Gavrilova, 

Alsufyev and Grinberg (2017) add that any study of knowledge visualization is beneficial considering its 

relationship with information revelation. Hansen and Johnson (2011) posit that visualization is considered in 

the transformation of the symbolic into the geometric societal actions, through changing of the dimensionality 

of the data. These are representations of visual combinations of marks and attributes which include appearance 

properties like size, color and position thereof. Skillful combinations of these marks and attributes make 

possible and suitable representations of the entities and relationships, patterns, trends, clusters, and outliers 

within the data.    

Data visualization occurs as a result of the use of a visual representation of factors such as illiteracy, porous  
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borders, and non-compliance with the rule of law contributes to insecurity in the country. The consequences of 

insecurity include underdevelopment, poverty, insurgency, militancy, and drug abuse which adds meaning, 

supports the transitioning of such data to information which facilitate understanding. 

 Information visualization occurs as a result of the use of a computer-supported, interactive, visual 

representation of abstract non-physically based data on the root causes of banditry and insecurity in Nigeria. 

This includes terrorism, kidnapping, ritual killings, cultism, corruption, injustice, poverty, inflation, and bad 

governance with the aim to amplify cognition. 

Visualization is an essential part of knowledge mobilization, which Meyer (2010) refers to as a field of 

research that focuses on the creation and transfer of knowledge, specifically the use of visual representations to 

support and facilitate the communication of knowledge.  Visualization has a distinctive prospect of facilitating 

the knowledge sharing beyond words and text to link disciplinary knowledge gaps and making visualization 

relevant in exposing activities of banditry and insecurity.  

One key challenging issues visualization has is the spread of false information on banditry and insecurity in 

Nigeria. False information on banditry and insecurity recognition and detection is still an intricate unresolved 

issue. False information on banditry and insecurity detection through visualization presents unique 

characteristics and challenges that make finding a solution is trivial. Visualization has leveraged to deceive 

people through creation and spread of false content on banditry and insecurity. False information on banditry 

and insecurity detection remains a huge challenge, primarily because the content is drawn and pictured in a 

way to closely resemble the truth, and it is often hard to determine its veracity. It means recognizing the full 

range of visualization tools for supporting knowledge presentation and sharing on banditry and insecurity is a 

dream. Bresciani and Eppler (2015) identify the overall issues relating to visualization as risks and pitfalls 

which consist of cognitive, emotional, and social risks that could be introduced by the designer’s choices or by 

the users’ interpretation of visualized image.  

False Information Spreading  

False information has been in existence for a very long time. False information is defined in the Collins 

English Dictionary as false and often sensational information disseminated under the guise of news 

reporting, yet the term has evolved over time and has become synonymous with the spread of false information 

(Cooke 2017). Nakov (2020) reports that false information means different things to different people. False 

information according to Allcott and Gentzkow (2017) is news articles that are intentionally and verifiably 

false and could mislead readers.  

False information, disinformation and misinformation have become great scourge. “Misinformation is worse 

than any epidemic: It spreads at the speed of lightening globally and proves deadly when it reinforces 

misplaced personal bias against all trustworthy evidence”. Though online social networks classified as a form 

of digital technology platform, have advanced the ease of real-time information; its reputation and its 

considerable use have widened the spread of false information by increasing the speed and scope at which it 

can spread. False information refers to the manipulation of information carried out through the production of 

false information, or the distortion of true information.  

False information is spread intentionally through various actors who are aware that the information is false. 

Earlier research principally dealt with textual forms of misinformation, while visual and multi-modal types like 

news images, memes, and videos of false information receives less attention. False information in this study 

refers to as guarded spread of false news in the shape of news articles and stories that have the intention of 

destroying an image. Gentzkow (2017) describes it as news articles that intentionally and verifiably create fake 

and misleading to readers. The spread of false information according to Cooke (2017).has become the same 

with fake news. Langin (2018) adds that fake news spread faster than real news and has wider coverage and 

wider audience. False information employs several devices like visual information media to draw audience.  

Therefore, digital technology platforms have become presently an influential source for false information  
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dissemination Sharma, Qian, Jiang, Ruchansky, Zhang, Liu (2019); Shu, Sliva, Wang, Tang and Liu (2017)). 

False information  have significant impact on society and are manipulated with false contents, which are easier 

to generate and harder to detect Kumar and Shah (2018) and as disinformation actors change their tactics 

Kumar and Shah. 

Falsehood is significantly spread faster, deeper and more widely than the truth in every categories of 

information, and the impacts are more noticeable for false news about terrorism and disasters. Vosoughi, Roy 

and Aral (2018). 

Categorizing Visual False Information 

False information is characterised with malicious intent. Providing empirical evidence of malicious intent 

according to Egelhofer and Lecheler (2019) are clearly identifying false information is difficult in a textual 

context, as falsehoods can be produced unconsciously. Constructing false visual content entails some kind of 

conscious action and in some cases certain skills. This makes the term false information more applicable to the 

study of visuals. Chadwick and Stanyer (2022) advocate that instead of focusing on the misperception caused 

as a result of false content, dishonesty can function as a bridging gap to put a stronger focus on the origins and 

intentionality of interceded falsehoods.  

Visual false information is classified in two mutually dependent dimensions: 

(a) Intensity of richness in audio-visual modality, that is, if still or moving images are used and  

(2b) Intensity of sophistication, that is, if manipulation occurs using low- intensity or high- intensity creation 

techniques.  

Low Sophistication 

False information often emerges in combination with photograph that creates the appearance of ordinary news. 

If the visual is clearly referred to in the text and exploited as proof for a false claim, it is referred to as visual 

false information. Multiple cases of decontextualised images have severally occurred in connection with 

banditry, where pictures are often used to illustrate or provide evidence for certain false information 

surrounding the activities of bandits. Mislabeled, not manipulated images comprise the largest part of banditry 

false information that is identified in fact-checking articles. There are also occurrences for moving images, 

with video footage which are simply mischaracterized with a different dates or locations.  

false information make use of undemanding and inexpensive editing techniques like video filters, speeding up 

and slowing down or even employ lookalikes. Brennen, Simon and Nielsen (2021) state that though visual 

false information with a low intensity of sophistication appears to be more common and is easier to create, it 

has only been subject to few empirical studies.  

High Sophistication 

 The coming into view of deep fakes has lately given communication scholars the opportunity to have stronger 

focus on visual aspects of false information research. Deepfakes operate on a high intensity of technological 

sophistication, as they put together use of artificial intelligence to fake someone’s entire audio-visual 

representation. If both video footage and someone’s voice are artificially generated, to create a virtual 

performance, this is classified as the richest form of visual false information.  

Vaccari and Chadwick (2020) note that Deepfakes have created opportunity to test the effects of manipulated 

visuals, research on photoshopped images have remained limited. Hameleers et al. (2020); Kasra, Shen and 

O’Brien (2018) assert that sophisticated manipulations of still images, also referred to as ‘composition’ or 

‘doctoring’, have been possible since the emergence of photoshop in the 1990s. Recent examples of images of 

banditry, like the cases of Boko Haram in Borno State, Adamawa, Zamfara and Kidnapping in Eastern Nigeria 

in recent times where image composition was used to make the criminal disaster scenes look even more 

dramatic by photoshopping a burning fire in the background of a normal-looking landscape. 
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Finally, false infographics and data visualisations comprise visual false information, when, if data are distorted  

or presented in a way that it either hides or makes too much of certain pertinent parts.  

False Information Are Satiric  

False information reports are like Satire. They have false correlation through their headlines, visuals or 

captions which do not agree with the content.  

i. They have misleading contents and use misleading information to frame up news. Sometimes genuine 

sources are impersonated with false and framed-up sources.   

ii. Contents are manipulated to deceive.  

iii. They have fabricated contents designed to deceive and cause harm.  

iv. From the foregoing, it is clear that false information reports use different forms. This understanding is 

needful in discussing false information reports as a societal vice.  

Specific Tactics to Spread Fake Information 

Bots, People like You, Cookies, Trolls, and Microtargeting 

Fake information is spread to get access to audiences. Examples of sources of spreading false information 

includes: Bots and flesh-and-blood people, Cookies, Trolls and Microtargeting  

Bots and Propagation of fake information 

This is used to spread fake information. Bots assist to propagate fake information and blow up the noticeable 

popularity of fake information. Facebook, Twitter and Instagram have become source for the spread of fake 

information. Bots spread of false information through searching and retrieving information that has not been 

confirmed and certified yet on the web. Bots post placed on social media sites uninterruptedly, spreading 

information that has not been confirmed and certified using trending topics and hash tags as the major 

strategies to get in touch with a broader audience helps the propagation of the false information. Bots spread 

false information in two ways: They keep "stating" or tweeting false information items and they employ the 

same bits of false information to reply to or comment on the postings of real social media users.  

Bots are not physical entities generated by people with computer programming skills, and reside on social 

media platforms, encompassed of nothing but code, within computer instructions.  Bots are computer 

algorithms that work in online social network sites to carry out tasks separately and frequently. They replicate 

the behaviour of human beings in a social network, interacting with other users, and sharing information and 

messages. Because of the algorithms behind bots’ logic, bots can learn from reaction patterns how to respond 

to certain situations. That is, they possess artificial intelligence (AI).  

Artificial intelligence permits bots to replicate internet users’ behaviour which assists in the spread of fake 

information. For example, on Twitter, bots is capable of emulating social interactions that make them seem 

regular of people. 

How Do Bots Help in the Propagation of Fake News? 

Bots’ tactics attain their objective because typical social media users have a propensity to believe what they see 

or what’ is shared by others without questioning on Facebook, Retweets on Twitter, trending hash tags, among 

others. 

Specific Types of People and Propagation of Fake Information 

Fake information websites target audience and endeavours that they send false information to which people are  
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most likely to be respond. It uses social media analytics. Analytics uses cookies to work in showing interest 

groups to use information provided by cookies to come across a responsive audience for ]messages.  

Cookies and  Propagation of Fake Information 

Cookies are used to track peoples’ that visit websites, creating personality profiles, and showing false 

information content that are most receptive. They are files that websites install on the computer to save 

peoples’ preferences and remember what they look at, shop for, etc. At the time they agree to let a website 

that they visit install a cookie to their app or web browser, when they then make definite selections like the 

language they prefer, the cookie will tell the website to use the same setting when they visit it again. Websites 

will identify it is you since the cookie saved in their browser has a unique ID. 

Cookies on the computer system track people’s actions on the web across all the websites they visit. Some of 

the cookies that are stored even come from websites other than the ones they have visited. Each website that is 

configured to save these “third party” cookies on the computer reports that browser – identified by the unique 

ID of its cookies – has visited them. These cookies are referred to as tracking cookies, or trackers.  

Facebook, Google, and other websites which provide trackers analyze the websites people have visited and 

also what they did while they looked at those websites. The websites you visit, in combination with the actions 

that you take on those websites, give valuable information about you to other social media analytics firms. 

Based on these data, they calculate models to predict your interests, to select and deliver the kinds of messages 

you are most likely to react positively to.  

Trolls and the Propagation of Fake News 

Trolls are people who set up social media accounts for the sole purpose of spreading fake news and fanning the 

flames of fake information. Trolls, in this study refer to human beings who have accounts on social media 

platforms, for the purpose generating comments that argue with people, insult other users. They attempt to 

damage the credibility of ideas which they do not like, and to intimidate people who post those ideas. They 

support false information stories that they are ideologically aligned with.  

Algorithms' Roles and How They Contribute To Echo Chambers and Filter Bubbles 

Filter Bubbles  

A filter bubble refers to an algorithmic bias that skews or restricts information an individual user sees on the 

internet. The bias and unfairness is caused by the weighted algorithms that search engines and social media 

sites use to personalize user experience (UX). Web search results and social media feeds are the most common 

examples of online filter bubbles. Filter bubbles now exist beyond platforms. Algorithms dictate proposed 

movies and series on streaming sites, songs on Spotify, videos on YouTube, and even the content users notice 

first on some news sites. 

Filter bubble definition 

Internet activist, Eli Pariser created the term “filter bubble” approximately 2010. He perceived that search 

engines, social media sites, and other platforms make use of algorithms to personalize and present the content 

based on a person’s previous activity, usually filtering out the content that presents dissimilarity views or 

opinions. 

As a result of the filter bubble, one mostly observes the posts reinforcing their beliefs. Various content that 

could dispute what people believe in is just not there. That is reason the filter bubble skews the information 

people encounter online and can misrepresent their view of reality. Web search results and social media feeds 

are the most general illustrations of online filter bubbles. But filter bubbles now exist beyond these platforms. 

Algorithms dictate suggested movies and series on streaming sites, songs on Spotify, videos on YouTube, and 

even what content you see first on some news sites. 
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Impact of Filter Bubbles 

A filter bubble has both positive and negative impacts: 

The positive impact of filter bubbles.  

Filtering information based on preferences exists for a reason – filter bubbles have some clear benefits: 

Personalization. Personalized content can improve the overall user experience. You are more likely to find 

relevant information and engaging content when it’s tailored based on your past behavior. For example, if you 

love cooking and get mostly recipe videos on TikTok, it’s a win-win for you and TikTok. 

Improved efficiency. Personalized content can also help you find what you’re looking for faster. For example, 

Google search can show you news about your city or state even when you don’t specify it in the search query. 

Increased engagement. If you enjoy the content on the platform, you’re more likely to continue using it 

instead of hopping through sites or looking for alternatives. It benefits you, your social circle, and the platform 

itself. 

Reduced information overload. A filter bubble can help manage the overwhelming amount of information 

online by narrowing down the content to what is most relevant and valuable for you. For example, if you’re a 

jazz fan, Spotify won’t be suggesting or auto-playing metal music. 

Personal empowerment. A filter bubble can give you a sense of control over the content you see, as it 

prioritizes the topics that matter most to you. 

Negative Impact of Filter Bubbles 

Despite the positive impact, a filter bubble can distort the way we see reality: 

i. Limited exposure to diverse perspectives. A filter bubble can create echo chambers. You only come 

across content reinforcing your beliefs and opinions, making engaging in conversations with people with 

contrasting views more challenging. It can contribute to a lack of empathy and understanding between 

different groups, potentially leading to social division and polarization. 

ii. Cognitive biases. When algorithms create a filter bubble based on flawed data or biased assumptions, they 

can strengthen existing prejudices and lead to unfair or discriminatory results. A filter bubble can also 

encourage confirmation bias, which is the tendency to seek out and interpret information in a way that 

confirms pre-existing beliefs. Critical thinking suffers, and an inability to consider alternative viewpoints 

builds up. 

iii. Lack of serendipity. A filter bubble limits the opportunities to discover new and unexpected content, 

limiting creativity and innovation. 

iv. Propaganda and manipulation. Sometimes, a filter bubble can manipulate your behavior or opinions by 

promoting content that aligns with a particular agenda. The Cambridge Analytica scandal is the most famous 

example of that. 

v. Fake news and misinformation. A filter bubble can speed up the spread of fake news and misinformation. 

People are less likely to encounter information that challenges their (false) beliefs, leading to impaired critical 

thinking and an inability to distinguish between accurate and inaccurate information. It can have negative 

consequences for individuals and society as a whole. 

vi. Reduced exposure to important information. A filter bubble prioritizes content that is entertaining or 

popular over content that is important or relevant. It leads to a lack of exposure to critical information, such as 

uncomfortable news or current events. 
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vii. Privacy concerns. Platforms collect and analyze your data to put you in a filter bubble. It raises 

privacy concerns, especially when you’re unaware of or don’t consent to the use of your data. 

Avoiding Filter Bubbles 

i. Seek out content diversity 

ii. Engage in active search and discovery. Rather than relying on algorithms to present information to you, 

actively seek out information and discover new sources of content: 

iii. Visit news sites that don’t lean toward one ideological or political spectrum. 

iv. Follow people and join groups outside of your usual information environment. 

v. Check sources from different political affiliations, cultures, and countries. 

vi. Evaluate and Fact-Check Your Sources 

vii. Take Control of Your Browsing Experience 

viii. Disable customization and personalization.   

ix. Browse incognito and avoid logging into your accounts.  

x. Block third-party cookies. . 

xi. Opt for a private search engine.   

xii. Switch between multiple search engines.   

xiii. Use ad blockers.  

 

Echo Chamber 

An echo chamber is a hollow enclosure used to produce reverberation, usually for recording purposes. An echo 

chamber is enveloped in highly audio insightful surfaces. Through the use directional microphones pointed 

away from the speakers, echo capture is maximized. Echo Chamber lacks information diversity due to 

restriction of information sources. In echo chambers, individuals are exposed only to information from like-

minded individuals. Echo chambers are commonly characterized by ideological segregation (the tendency of 

individuals to associate with others who share their viewpoints) and by partisan polarization (the adoption of 

more extreme views). Echo chambers are associated with fragmentation of users into ideologically narrow 

groups and with “segregation by interest or opinion [that] will … increase political polarization” Dubois and 

Blank (2018) and “foster social extremism” Barberá (2015).  

Virtual Private Network (VPN) 

Use a VPN to change your IP address and avoid tracking. Websites would not connect your IP address to your 

previous experience on the site, allowing you to see the content without a filter bubble being in the way. A 

VPN can also make it more difficult for algorithms to create a personalized information environment based on 

your browsing or search history. 

Moreover, NordVPN’s Threat Protection feature blocks trackers, further protecting your privacy and 

preventing filter bubbles. It also blocks ads and malware downloads so that you can browse online with 

confidence. 

Impact of Visual False Information  

Interestingly, research has been conducted to review and study the false information issue in digital technology 

platforms. Some focus not only on false information, but also differentiate between false information and 

rumor Bondielli and Marcelloni (2019); Meel and Vishwakarma (2020). However, they mostly focus on 

studying approaches from a machine learning perspective Bondielli and Marcelloni, crowd intelligence 

perspective Guo, Ding, Yao, Liang and Yu (2020), or knowledge-based perspective (Zhou and 

Zafarani (2020). However, in the present study covers all the approaches used for false information. False 

information easily reaches and impacts large number of users within a short time. This study covers primarily 

the understanding of false information problem, as related to the of banditry and insecurity challenges in the 

country.  
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A number of possible effects are inherent to visual false information: 

1. The defective and flawed processing of information through false visuals is unsettling. The widespread 

supposition that images do not lie makes visual false information. Images create physical link between 

a photographed object and its spectator. the role of images in stories describe its visuals’ indexicality 

which makes them a useful device for framing ideological messages, while their content is questioned 

less vitally by the audience. Kasra et al., (2018) affirm that this is why the wide-ranging public opinion 

is moderately bad at detecting visual false information online, as people fall short to question their 

authenticity. Visual false information leads to defective processing of information focused on the very 

fact that visuals commonly appear trustworthy and true-to-life.  

2. Visuals are processed in a different way than text not only on a cognitive, but also on an emotional 

level. Powell et al. (2015) note that images in isolation creates stronger framing consequences than text 

alone and impact people’s opinions and determined behaviour without follow-up text. Emotions have 

an intervening role in these effects. Geise (2017) identifies the most familiar emotions measured in 

visual framing consequences as possibly sympathy, fear, and anger. Feelings of uncertainty, confusion 

or frustration while seeking information can transform into affective symptoms of anxiety.  

3. Connected to images’ commonly perceived believability is a problem of misperceptions due to visual 

false information they may possibly cause and how they can be corrected.  

4. Another reason why visual false information is considered a problem is because of its engagement with 

social media and sharing ability. The underlying problem of engaging social media is another primary 

effect of visual false information on citizens. 

5. There is lack of trust in visuals. Giotta (2020) states that digital manipulations of news photographs 

published in conventional newspapers have in the past led to debates about the general trustworthiness 

of pictures.  

6. The situation of mistaking real for fake is another unexpected that visual false information might cause 

citizens to the extent that they start thinking everything is fake. This proposition stands in connection to 

the false information label as illustrated by Egelhofer and Lecheler (2019).  

7. National security takes decision concerning identification of actual threats and mobilization of 

resources to ensure the safety lives and properties.  

Challenges Related to False Information  

Several issues make false information in digital technology platforms a challenging problem. These issues are:  

Ahmed (2021); Dobber et al. (2021) suggest that;  

i. content-based issues (i.e., deceptive content that resembles the truth very closely),  

ii. contextual issues (i.e., lack of user awareness, social bots spreaders of fake content, and as well as the 

issue of existing datasets (i.e., there still no one size fits all benchmark dataset for False information  

detection).  

iii. Fake information through videos can damage the reputation.  

iv. Fake information through videos can affect public attitudes. 

v. It has detrimental spillover effects.  

vi. It is more likely to spread faster and deeper.  

vii. It may yield greater effects that are particularly difficult to correct. 

Addressing these is likely to be full of obstacles. Solutions could be focused on  

(a) Illustrating whether something really occurred. 

(b) Identifying Fake information hoping to neutralize the communication environment. 

(c) Parallel move toward solution is to focus on learning how to survive with fake videos and understand the       

threats they cause,  
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 (d) Increasing digital literacy in algorithmic spaces. 

 (e) Concentrating on how certain actors can mitigate the effects of fake videos. 

 

Strategies for Curbing False Information Reports in Nigeria 

Mosseri (2017) notes that false information reports is harmful to the country and grind downs public trust and 

threatens national security. The scholar further states that from the telecommunication perception, the majority 

false information reports is financially encouraged; and one effective approach to fight it is through removal of 

economic incentives to perpetrators of misleading information.  

Measures should be taken to promote media and digital literacy about the issue of false information reports.  

THEORETICAL FRAMEWORK  

Two Theoretical Frameworks were applicable to this study: Technological Determinism Theory and 

Disruptive Technology Theory.   

Technological Determinism Theory  

The foundation of the technological determinism theory states that technology determines and decides 

activities in the society. This was propounded by Marshal McLuhan. According to Griffin; Nwabueze (2014), 

citing Marshal McLuhan note that changes in the modes of communication determine human existence and 

innovations in technology always cause cultural change. Digital technology platforms such as Internet and the 

position of the theory is that such innovation helps change the society. Digital technology platforms are 

changing the structure of the society which has completely changed the human communicative system. The 

spread of false information reports across digital technology platforms on security problems is achieved 

through the internet. This theory explains that technology determines and decides activities in the society and 

here the digital technology platform is internet. This theory is relevant to the study because digital technology 

platforms have a great impact on the society and it also influences peoples’ reaction to news. 

Disruptive Technology Theory  

The Disruptive Technology represents the tendency of new improvement to challenge and alter the values and 

approach that have defined a given activity. This was advocated by Clayton Christensen (1997) to explain 

ways technologies shifts thinking of marketers in reaching audiences for their goods and services.  Berenger 

and Taha (2012) note that sometimes, it results in flawed strategies that moved marketers out of comfort zones 

and away from established customer base. This technology tends to redefine the existing philosophy and 

strategy strengthening a given endeavour. Digital technology platforms have altered the exposure to news and 

information making it possible for people to have easy access to the media. Unlike the traditional media, where 

certain restrictions are placed on information gathering and dissemination the digital technology platforms 

have altered exposure patterns and media use.  

METHODOLOGY 

The study applied the historical descriptive research design and used existing secondary data sources like 

articles, dailies, journals, documents, books, and libraries on security issues. The research design involved 

digital technology platforms such as WhatsApp and Facebook platforms. The derived questionnaire was sent to 

respondents through WhatsApp, Facebook, Twitter and email accounts. Data generated contained pertinent 

questions to gain knowledge of the demography of Nigerians who are responsible for spreading false 

information media platforms. The questionnaire was designed by the researchers to determine the role of 

Nigerian audiences through demography in the spread of false information and examine how respondents react 

in the spread of false information. The respondents were randomly selected. The sample size to participate in 

the process, the researcher was through the Yamane formula, 1957, posited by Singh and Masuku (2014), 

which considered an appropriate formula used in making selection of sample size in social science research. 
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DISCUSSION  

Spread of false information reports is an ugly development that will worsen the security challenge in the 

country. This affirms what Joan and Baptista (2020) said that false information attracts the readers’ attention 

and persuades them to believe in falsehood.  

The extreme anxiety that bound the nature of Nigerian society continuously provides extra platforms that 

ignore the distribution of false information on the internet. Zhao, Zhao, Sano, Levy, Takayasu, Takayasu, Li, 

Wu and Havlin (2018) outline the unease number of blogs that are exclusively directed towards the spread of 

false information. The rate at which these blogs are created is rising greatly as more users search for sources to 

make money online. This is in addition motivated by audience willingness to draw traffic to their pages. There 

is prospect that few younger generations will continue to engage in creating and spreading false information 

for financial benefits.  

It is of necessity for the federal government to understand the difficulties that stand as a barrier in curbing the 

spread of false information. Identifying the sites and their users is vital. False information reports are common 

on varied digital technology platforms. The study finds that there is high degree of acceptance of reports on 

digital technology platforms by users regardless of the negative influence that false information reports 

possess. False information reports contribute to increase of bandits attacks.  

The facts produced from the field show that greater part of the category of audience involved in spreading false 

information are within the ages of 21- 36. Outside the education of Nigerians involved in the act, it is 

significant to provide them with a sense of fulfillment through credible source of income and appropriate 

environment sustenance.  

CONCLUSION AND RECOMMENDATIONS  

The study examined visual elements in digital technology platforms and visualized communication in 

spreading of false information in Nigeria. The study specifically examined spreading of false information in 

Nigeria and likely people in making venture and creating the spread of false information. The existence of this 

increased opportunity in making the unethical role attractive to younger generations who are eager to involve 

in lawlessness, bombings, killings, kidnappings, armed robbery and arson.. 

Recommendation  

 In order to address the issue of demography distribution of Nigerians involved in the spread of false 

information the study gives account of the general behaviour of Nigerians regarding this. Resolutions to the 

problems generated by false information become possible with the knowledge of Nigerian demographical 

involvement particularly by location, age, and gender thus, the study recommends that:  

1. There should be increased digital technology platforms sensitization on false information reports. 

2. The federal government and relevant organisations should collate research papers/materials particular to 

demography analysis on the dissemination of false information in Nigeria and use results to identify the 

specific role of Nigerians in the spreading of false information based on the demography.  

3. Since the social system is involved in the creation and spread of false information, it is necessary to 

engage in proper investigations to expose this act.  

4. Relevant government agencies should recommend and pass into law the necessary bills that punish 

whoever spreads false information.  

5. Security agencies should monitor and harness digital technology platforms as avenue for information 

gathering on distress situations as most people would rather upload a security bridge on social media than 

call the police.   

6. The media regulating agencies should insist on media professionalism from media houses and 

professionals in order to avoid using them as instruments for the spread of false information. 
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