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ABSTRACT 

 
The financial industry has experienced significant transformations with the advancement of information 

technology (IT); these developments include cost reduction and quality improvement of financial information 

services and creating new horizons and dynamic customer approach in utilizing banking services along with 

quality improvement of traditional services businesses.  These changes would require specific attention to data 

transmission. Data encryption is one of the methods that can be utilized to protect data during its transmission. 

Neural network technology improves the speed, accuracy, and security of payment systems and increases 

users' trust in these systems. Additionally, reinforcement neural networks can design and implement fraud 

detection algorithms with high accuracy. This study examines neural network techniques, machine learning 

capabilities, payment system decryption, and security enhancement to prevent fraud and protect the financial 

information of customers. The main issue in this research is to improve the performance of payment systems 

by improving the speed, accuracy, efficiency, and security, maintaining the confidentiality of bank transaction 

data through encryption and decryption of transaction amounts as well as modeling using reinforcement neural 

networks. This research can be considered an important step towards improving electronic payment 

technologies and increasing the confidence of customers regarding the security of bank transactions to achieve 

these goals several million data sets of payment transactions underwent data preprocessing, normalization, and 

transformation for neural network compatibility, followed by encryption and decryption. 

Keywords: Decryption; Encryption; Cryptanalysis; Machine Learning; Reinforcement Learning. 

INTRODUCTION 

In today's digital era, convenient online transactions require efficiency and security. The Internet has become 

an integral part of human life, and technology is advancing at an unprecedented speed. However, Reviewing 

the literature reveals online financial transactions, e-commerce, payment gateways, and communication 

methods are vulnerable to fraud and forgery. As a result, secure methods for information transmission are 

necessary to ensure privacy and prevent theft. Data security has always been essential, and it is even more 

critical now that the data is transmitted through unsecured channels. Encryption is a method used to secure 

digital data during communication, which transforms or maps data in such a way that it cannot be recognized 

by a third party(Verma et al., 2024). 

Decryption is the process of converting an encrypted message back to its original form using the same set of 

rules that were used to create the encrypted message.Encryption algorithms use a secret key to turn plain text 

into an unintelligible form called ciphertext. A decryption algorithm, which is the reverse of the encryption 

algorithm, transforms the ciphertext into readable text with the help of the secret key. Encryption methods are 

used in computer and communication systems to maintain privacy and authenticate identity (Verma et al., 
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2024). Banking payment systems are critical components of financial and economic affairs. These systems 

include credit/debit card systems, interbank transaction systems, electronic transaction systems, and QR code-

based payment systems (Lakew, 2023). Encryption and decryption of data are two main components of 

cryptography. Plain text refers to data that is easily understandable, while encryption is a process that 

transforms plain text into an unreadable form. Decryption is the process of reversing the encryption using a 

secret key to return the message to its original form (Amarnadh et al., 2022). Neural networks can be a useful 

tool when it comes to encryption. These networks are designed to simulate the functioning of the human brain, 

providing the capability to perform complex computations quickly and efficiently (Malyadri et al., 2022). 

Reinforcement learning is a process where an agent and an environment interact with each other. The Markov 

decision process is the basis for this process (Sutton & Barto, 2018). The agent takes actions that change the 

environment's state, and the environment rewards the agent for its actions (Sutton & Barto, 2018). The agent 

learns to take better actions in specific situations in the environment as it interacts with the environment 

iteratively (Alavizadeh et al., 2022).Deep learning is a type of machine learning that uses neural networks to 

recognize patterns in data (Bengio et al., 2021). Deep reinforcement learning is a vital aspect of general 

artificial intelligence and has been successfully used in various fields, such as gaming and robotics (Khadivi et 

al., 2023).Reinforcement learning is a method of using neural networks to model problems and is used for 

unsupervised training of network parameters (Lin et al., 2023).The reinforcement learning component allows 

the agent to explore different strategies and learn from the resulting rewards and penalties(Fang et al., 2023). 

This research aims to use neural network techniques and the power of machine learning to decrypt payment 

systems and enhance security, prevent fraud, and protect customer financial information. Deep reinforcement 

learning can analyze payment data and financial behaviors, recognize patterns of regular customers and 

respond to fraudulent changes. By combining historical payment data, reinforcement learning, and neural 

network training, effective and efficient decryption operations will be performed using deep reinforcement 

learning. Additionally, this research project aims to enhance the reliability and credibility of results by using 

real data, provide practical solutions for implementing deep reinforcement neural networks in banking 

payment systems, and improve decision-making processes and system performance in financial resource 

allocation, risk management, and payment decisions through data analysis and pattern identification. The 

project timeline is from March 20, 2023, to March 20, 2024. 

This paper has the following contributions: 

 For the first time, encryption and decryption of payment transaction amounts in the banking systems 

are presented in Iran. 

 Our method can utilize reinforcement neural networks for decrypting the amount field in payment 

systems. 

 Our method can increase security and reduce potential risks of data theft. 

 Our method can increase the speed of processing completed payment transactions and reduce response 

times.  

 A case study is given. 

 

This section of the paper provides a review of the definitions and concepts of payment system decryption and 

deep reinforcement neural networks. The next sections of this paper are as follows: The literature review and 

Methodology are presented in sections 2 and 3 respectively.  

The case study and Discussion are presented in Section 4. The conclusion, limitations, and recommendations 

are presented in section 5. 

LITERATURE REVIEW  

Cryptography and Decryption 

To protect sensitive data, encryption and decryption operations rely on key management. It is essential to  
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understand how these operations work. Both encryption and decryption keys must be securely stored to ensure 

the security of data. It should be difficult for any unauthorized parties to access these keys or the 

encryption/decryption process. The algorithms used in the encryption and decryption process should guarantee 

the safekeeping of sensitive data and establish its security(Vishwakarma et al., 2021). In public-key 

cryptography systems, the message's confidentiality, authentication, and non-repudiation are examined and 

ensured through a series of steps. Finally, the recipient verifies the message's authenticity using the sender's 

public key(Daniel et al., 2021).Malallah et al. (2023) proposed a method that uses cloud storage services to 

ensure the security of confidential banking documents. The method achieves data security by transforming the 

text into a QR code image and applying encryption before transferring it to cloud storage. Additionally, the 

method utilizes a security key to further enhance the level of protection. 

Payment Systems 

Banking payment systems are tools and processes that facilitate financial transactions through bank accounts, 

these systems include online transactions, fund transfers, electronic payments, transactions via bank cards, and 

other financial instruments.They use various tools and technologies to conduct secure and efficient financial 

transactions, playing a fundamental role in economic and commercial activities (Hassan et al., 2020). Some of 

the primary tools and technologies used in electronic payments are credit and debit cards, online payment 

gateways, electronic fund transfers, and payments based on digital currency(Kadjie et al., 2023). 

Decryption in the payment systems 

Encryption and decryption play a crucial role in payment systems. They involve touse of algorithms and 

encryption techniques to transform financial information in a way that only authorized individuals can access. 

Keeping financial information secure and private when transferring it over the internet or other media is highly 

important. To accomplish this, secure methods are used that employ algorithms and private keys to encrypt 

sensitive information. This ensures that financial data is being securely exchanged in a way that is only 

accessible to those authorized to access it (Ogheneruemu & Taiye, 2023). Encryption in payment systems 

guarantees that financial information remains confidential and only accessible to authorized 

individuals(Razumov et al., 2023).Encryption is being used in payment systems to protect the financial and 

personal information of individuals during transmission and storage. According to Zhou et al. (2022), the 

primary purpose of encryption is to ensure the security of sensitive data. In their research on banking security 

applications, Pathak et al. (2020) proposed a method that uses an image as the authentication key to address 

this issue. The proposed method involves creating an image using visual cryptography and other image-

processing techniques to encrypt the authentication parameters.  

The Impact of Payment System Decryption in Banks 

Banks need to securely maintain sensitive information like account numbers, passwords, and transaction 

details. This can be achieved through payment systems that use encryption and security technologies 

(Ogheneruemu & Taiye, 2023).Research by Mittal et al. (2021) found that encrypting bank data as text was the 

best way to preserve the privacy of the information. They explored how secure computations on encrypted 

texts could reduce the risk of data breaches. This approach has become increasingly useful in exploring the 

potential benefits of privacy-enhancing techniques, particularly in financial institutions where security is of 

utmost importance.  

Deep and Reinforcement Neural Networks 

Deep neural networks are capable of identifying anomalies in virtual communication networks by recognizing 

patterns in the data and reconstructing the network for better accuracy. However, these models require more 

training time for complex data, which is a significant challenge. To address this, there is a need for innovative 

approaches that can reduce the training time without compromising accuracy in detecting anomalies 

(Kathamuthu et al., 2022). Reinforcement neural networks learn and make decisions through reward and 

punishment mechanisms to help achieve specific goals. Reinforcement neural networks encompass concepts 
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such as reinforcement learning algorithms like Q-learning, reward functions, value functions, the notion of 

interaction with the environment, action-value functions, temporal reward functions, and concepts related to 

machine learning and optimization methods(Khadivi et al., 2023). 

Reinforcement of Neural Networks with Payment Systems 

Reinforcement neural networks play a crucial role in payment systems. They can be used for various tasks 

such as pattern recognition, data-driven decision-making, customer behavior analysis, and forecasting financial 

transactions. For example, reinforcement neural networks are employed to detect fraud in online transactions 

and credit card usage. They can identify unusual patterns and reduce fraud-related risks, thus ensuring 

enhanced security. Besides, these networks are also used to optimize payment processing workflows and 

improve product recommendation systems (Matsunami et al., 2021).Reinforcement neural networks are a 

crucial tool that can be used to enhance the decision-making process in payment systems. These networks can 

learn from experience and improve continuously. Therefore, they can be effectively utilized to improve 

payment systems and the delivery of financial services (Meng & Khushi, 2019). 

Reinforcement of Neural Networks in Decrypting Payment Systems 

Reinforcement neural networks are important in the decryption of payment systems. These networks can 

analyze processed data within payment systems and make decisions based on that data. They act as decryption 

sensors and use mathematical and engineering rules to detect and decide on issues such as payment 

fraud(Khadivi et al., 2023). Pal and Datta (2022) have developed a new neural network-based encryption 

algorithm that is efficient, portable, dynamic, and simple. They used a multi-substitution balanced tree 

machine approach to generate dynamic single-digit series keys. Brown and Davis's (2020) article, focuses on 

the use of deep reinforcement learning techniques in cryptanalysis for decrypting encrypted messages. 

In the study conducted by Yeow and Ngin 2023, different encryption methods were compared in neural 

networks, and it was proposed that data weighting using text and image encryption algorithms can improve the 

security of protected data.In 2023, Tsmots and colleagues used neural network technology to encrypt, protect, 

and transfer data. They explained that the use of neural networks for encryption and decryption can be applied 

to all types of data, not just image processing. Their findings suggest that this technology offers a secure and 

trustworthy method of transferring data.Amarnadh and his team published a research article in 2022 that 

discussed the training of neural networks using keys and plain text. They explained that for neural network 

training, weights are calculated between the keys and the network and used as encrypted data. The encrypted 

keys and text are then used to train the neural network. 

METHODOLOGY 

Research Method 

In this section, we will discuss the various stages involved in conducting research. Firstly, we will explain the 

research method, overall design, and the main stages and steps of conducting research. Next, we will present 

details regarding the statistical population, determination of sample size, sampling method, operational tools, 

and modeling. The research method we will be using involves reinforcement neural networks for decrypting 

payment systems. This method primarily relies on a reinforcement learning approach, which is a 

computationally describable approach.In this approach, reinforcement neural networks learn from input data 

using reward and penalty mechanisms and strive to demonstrate improved performance. Through repetitive 

learning processes and interaction with the environment, these networks can enhance their performance and 

perform more complex tasks (Vimal et al., 2021). 

Research Implementation Process 

The primary objective of this research is to improve the encryption and decryption of payment systems by 

utilizing new encryption algorithms and reinforcement neural networks. This will enhance encryption 
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performance, ensure payment information security, and increase the accuracy and precision of operations by 

using optimal algorithms. During the research process, we will explain all the fundamental steps taken to 

conduct the research transparently. We will also clarify the rules and principles used in the research. Our 

research is applied research with a descriptive methodology based on modeling.Here are the five steps used in 

this paper: 

Step 1: Understanding Encryption and Decryption and Grasping the Issue 

Data security has always been important, but it is now more crucial than ever, especially when data is being 

transmitted through insecure channels. To securely communicate digital data, one of the methods used is data 

encryption. In encryption, data is being transformed or mapped in a way that a third party cannot interpret the 

communication. This ensures data security. Information security is particularly critical in various areas, 

especially in banking systems (Gokcay & Tora, 2024).Asymmetric encryption or public-key cryptography is a 

commonly used method in payment systems. This type of encryption involves a shared key between the sender 

and the receiver, which is used for encryption and decryption. This shared key acts as a secret code between 

two parties and provides advantages such as simplicity, high speed, and efficiency. One of the most widely 

used algorithms in payment systems for asymmetric encryption is the AES algorithm. It is considered an 

effective encryption algorithm (Meraouche et al., 2021). 

 

Fig 1: Symmetric and Asymmetric Encryption 

Step 2: Data Collection 

Accessing accurate and practical data from various sources is crucial to making informed decisions, especially 

given the diverse range of audiences, customers, and markets as well as the complexity of services. As the 

volume of data grows and the relationships between them become more complex, discovering hidden 

information within the data becomes increasingly challenging. This highlights the importance of data mining 

as a method for discovering more knowledge (Alfiah et al., 2023). In the first part of the data collection 

process, the number of bank payment transactions for various types of payments made from March 20, 2023, 

to March 20, 2024, has been made available as follows: 

Table 1: Number of Payment Transactions for Each Payment Type in One Year 

Transaction 

count 

Payment Type Row 

25,592,273 Cash 1 

19,273,738 Electronic (online and 

mobile) Banking 

2 

2,157,352 Card  3 

62,608 Check 4 

https://rsisinternational.org/journals/ijriss/
https://rsisinternational.org/journals/ijriss/
https://rsisinternational.org/journals/ijriss/
http://www.rsisinternational.org/


      INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN SOCIAL SCIENCE (IJRISS) 

                                                      ISSN No. 2454-6186 | DOI: 10.47772/IJRISS |Volume VIII Issue VI June 2024 

Page1853 www.rsisinternational.org 

 

 

 
 

 

The bank has been requested to provide information on the number of payment transactions for various 

payment types between the period of March 20, 2023, to March 20, 2024.This data comprises about 48 million 

records. 

During the second stage of data collection, we randomly gathered transaction amounts and dates, categorized 

them by payment type, and organized them into twelve sheets. Each sheet contained data for one month of the 

year 2023. The total number of entries in this data is approximately 800,000. Due to the confidential nature of 

customer payment information, we will only analyze and examine payment date details, payment transaction 

types, and payment transaction amounts.As a result, the dataset used in this paper includes payment transaction 

data consisting of payment date, payment amount, and payment type. The payment type is divided into 4 

categories: cash, electronic, card, and check. After examining the data, for the sake of convenience, in the 

dataset used, the payment types have been assigned codes from 1 to 4 in the payment type column according to 

the type of payment. 

Step 3: Data Preparation (Preprocessing) and Integration 

The stages of data preprocessing include: 

 Data Cleaning 

Data cleaning is a crucial step in data preprocessing that involves filling in missing data,managing 

noisy data, and removing outliers. 

 

 Handling Missing Values 

Dealing with missing values is a common challenge in data analysis. There are two primary methods to 

address this challenge. The first method is to remove records that contain missing values. The second 

method is to impute missing values with appropriate values. There are various methods to address this 

challenge, such as manually filling in lost values or predicting lost values using regression or numerical 

methods, such as the mean, maximum, or minimum in the column feature. 

 

 Clustering 

Clustering is a technique that refers to grouping or clustering data with similar values. 

 

 Handling Outliers 

Clustering data places similar data into clusters. Data points that fall outside the data can be considered 

outliers or anomalies.There are various methods to remove or replace outliers, such as using the mean 

or median value.  

 

 Data Transformation 

After data cleaning is completed, the quality of the data should improve significantly. Various methods 

are employed to enhance data quality, such as data normalization. This technique is widely used to 

transform data, where numerical features are rescaled to fit within a specific range.  

 

 Data reduction 

Dimensionality reduction techniques aim to reduce the number of additional features considered in 

machine learning algorithms. This can be achieved using techniques like PCA1, which helps to simplify 

the dataset by reducing its complexity. 

 Step 4: Applying Various Encryption and Decryption Algorithms to the Data 

                                                        
1Principal Component Analysis 
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When it comes to encrypting and decrypting, there are several algorithms available. One of the most 

significant encryption algorithms is the AES algorithm, which is a secure and robust encryption standard for 

sensitive data. It is used to encrypt information in various information systems, computer networks, and 

electronic payment transactions. The algorithm works by using blocks that are either 128 bits or 256 bits in 

size. The AES algorithm generally consists of four main stages as follows: 

 SubBytes 

 ShiftRows 

 MixColumns 

 AddRoundKey 

Byte substitution, row shifting, column mixing, and adding a round key are the four stages responsible for 

different aspects of data encryption (Muttaqin&Rahmadoni, 2020).The general schematic for the four stages 

can be outlined as follows: 

 

Fig 2. General Schematic of the AES Algorithm 

Sub Bytes Method 

In the AES encryption algorithm, a stage replaces each byte of the data block with a specific sub-byte from a 

substitution table called the S-box. This substitution table includes 256 8-bit inputs and 256 8-bit outputs. This 

stage aims to improve the security and integrity of the encrypted data by replacing each input byte with a sub-

byte value from the S-box substitution table (Verma & Sharma, 2020). 

 

Fig 3: In the SubBytes stage, each byte is replaced with its corresponding value in a fixed 8-bit lookup table 

Shift Rows Method 

During this stage of the AES encryption algorithm, a crucial step is accomplished by shifting the order of bytes 

in each row. To achieve this, each byte in a given row is moved to the left by a predetermined value. This 

process is referred to as "ShiftRows." By doing so, the bytes within each row interact in a complex manner, 

enhancing the encryption's security.  
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The term "ShiftRows" refers to the fact that the bytes in each row are shifted towards the next row. This 

operation is critical to the AES encryption algorithm's security and efficiency (Verma & Sharma, 2020). 

 

Fig 4: In the ShiftRows stage, the bytes in each row are cyclically shifted to the left. The number of positions 

each byte is shifted varies step by step for each row. 

Mix Columns Method 

The AES encryption algorithm involves a specific operation that transforms the byte columns in each input 

data block into new columns. In this process, a fixed matrix multiplies each set of four bytes in a column of the 

input data block to produce a new set of four bytes. This transformation results in reasonable and more 

complex changes in the data, enhancing the security of the encryption. The output of this operation is a specific 

combination of new bytes for each set of four input bytes in a column. This process leads to data diffusion and 

increased complexity in the patterns present in the bytes, improving the security and encryption process 

(Muttaqin & Rahmadoni, 2020). 

 

Fig 5: In the MixColumns stage, each column is multiplied by a fixed polynomial C(x) 

 

Key Addition Method 

During the AES encryption algorithm, a random key is added to each input data block to increase the security 

of the encryption and modify the original data block. This is done by XORing each byte with its corresponding 

byte in the random key, which results in the addition of each byte to its corresponding byte in the random key. 

This process enhances the security and complexity of the encryption, ultimately making it more difficult to 

breach (Verma & Sharma, 2020). 

 

Fig 6: In the Key Addition stage, each byte is combined with a byte from the subkey using the XOR operation 

The AES algorithm is a widely used method for securing sensitive information in various systems and payment 

transactions. It is commonly used to encrypt payment data and subsequently decrypt it. 

Step 5: Modeling Using Reinforcement Learning Neural Network 
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Reinforcement learning modeling consists of three stages: model learning, model training, and model testing 

and evaluation. 

Model Learning 

Reinforcement learning is a process where an agent interacts with the environment to learn optimal behavior 

for achieving a specific objective or performing a task. The agent uses feedback from the environment to 

improve its performance by utilizing its experience. (Sanchez et al., 2023). The DQN model is the 

reinforcement learning neural network model used for decrypting payment systems. This model utilizes deep 

reinforcement learning methods. The DQN model works by first designing a deep neural network that 

estimates the action value function. The neural network takes environmental states as input and produces an 

estimated value of the action for each possible action in each state. The Q-learning algorithm is then used for 

training the DQN model. The algorithm updates the action value function based on the experiences gained 

from interacting with the environment to learn the best strategy for each state (Sanchez et al., 2023). When 

using reinforcement learning neural networks for decrypting payment systems, the current state may include 

information from data streams or parameters related to the payment process. The neural network can analyze 

this information and select appropriate decryption operations, such as selecting operations that can further 

facilitate access to the required information for payment or operations that can solve security issues and 

respond accordingly. 

 

Fig 7: Encryption and Decryption Using Neural Network 

The DQN algorithm employs reinforcement learning concepts and uses the Q-value function to learn which 

actions to take in each state to maximize the overall score. In this model, the states are fed as inputs to a neural 

network, which can analyze different features of these states (Alavizadeh et al., 2022). 

 

Fig 8: Workflow Diagram of the DQN Algorithm 
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Model learning aims to create an accurate and powerful predictive model that the agent can use to choose the 

best actions based on the present state. 

Model Training 

Training a reinforcement neural network model aims to teach an agent the optimal behavior in a specific 

environment. This process is modeled after how living organisms learn in their everyday lives. The model 

learns how to receive varying responses from the environment by taking different actions to achieve the 

highest reward possible. 

 

Fig 9: Deep Reinforcement Learning Model 

The following are the steps involved in the model training process: 

 

-  Environment Representation 

First, the model must be introduced to the relevant environment by defining the states, actions, 

rewards, and all necessary information required for learning. 

 

-  Action Selection 

At each stage, the model must choose an action based on the strategies it has learned so far and the 

current state of the environment. 

 

- Action Execution 

The environment responds to actions executed by the model. 

 

- Receiving Reward 

After performing each action, the model receives a reward from the environment corresponding to the 

action taken. 

 

- Model Update 

After receiving a reward, the model is updated using reinforcement learning algorithms such as DQN 

to improve future strategies and selections. 

 

- Iteration 

The process will continue until a desired state is achieved or until termination conditions are met. 

 

Fig 10: Relationship Between Components of the Reinforcement Learning Neural Network 
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Training a model in reinforcement neural networks involves training it independently of labeled data and 

allowing it to learn interactively from its environment. This process enables the model to learn the optimal 

behavior for solving the desired problem. By following these steps, we can enhance payment systems 

using reinforcement neural networks, which can lead to improved performance, security, and efficiency. 

The primary objective of model training is to enhance the model's accuracy and performance in predicting 

future states and rewards. 

 

 The model testing and evaluation 

Indicators for comparing algorithms in the study include accuracy, precision, recall, and F1 score with 

their respective equations. 

 

- Accuracy 

Accuracy is a widely used metric to evaluate a model's performance. This metric measures the total 

number of correct predictions made by the model divided by all predictions made by the model. 

Accuracy considers the true positive rate, true negative rate, false positive rate, and false negative 

rate(Alavizadeh et al., 2022). The following equation shows how the accuracy metric is calculated: 

 

- Precision 

Precision represents the proportion of positive samples that were correctly predicted as positive out of 

all the samples that were predicted as positive. The denominator in this case is the sum of the true 

positive rate and the false positive rate, which indicates the model's ability to predict positive samples 

out of the entire dataset(Alavizadeh et al., 2022). It shows how accurately the model is making 

positive predictions, and it is calculated using the following equation: 

 

- Recall 

Precision is a metric that measures the proportion of correctly predicted positive samples out of all the 

samples that were predicted as positive. The denominator of this metric is the sum of the true positive 

rate and the false positive rate, which indicates the model's ability to predict positive samples out of 

the entire dataset. It shows how accurately the model is making positive predictions(Alavizadeh et al., 

2022). Precision can be calculated using the following equation: 

 

- F1 Score 

The F1 score is a metric used to evaluate the performance of a classification model. It is calculated as 

the harmonic mean of precision and recall values. The F1 score takes into account both precision and 

recall values, making it a more reliable indicator of a model's performance than either precision or 

recall alone. A higher F1 score indicates better results. The formula for calculating the F1 score is 

shown below(Alavizadeh et al., 2022). Ifeither precision or recall values decrease, the final F1 score 

will also decrease significantly. 

 

In this study, we will display the output of various algorithms using real data and their respective indicators. 

The code for relevant reinforcement learning using the DQN algorithm is shown below. 
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Fig 11: Sample Python code for a reinforcement neural network with the DQN model in the Visual Studio 

software environment 

After executing the code, the chart displaying the Episode and Epsilon rows and columns is presented as 

shown below. 

 

Fig 12: Exploration Chart in the DQN Algorithm 

The following code generates a chart that displays the variations in the value of epsilon throughout the 

episodes. Epsilon is a crucial parameter in reinforcement learning algorithms, such as DQN, which dictates the 

balance between exploration and exploitation. The chart illustrates that the value of epsilon gradually decreases 

during training, resulting in a reduction of exploration and an increase in exploitation. 

When the value of epsilon is low, the model tends to exploit more and is likely to perform better in the training 

environment. On the other hand, when the value of epsilon is high, the model explores more and is likely to 

achieve more potential in the training environment. The epsilon chart provides insights into how the model 

balances between exploration and exploitation over time. As the value of epsilon decreases, it indicates an 

improvement in the model's performance. In this section, we performed the process of data collection Then, we 

presented the modeling of encryption and decryption on payment data using reinforcement neural networks 

with encryption and decryption algorithms and with the help of programming in Python.  

Ethical Guidelines 

The use of technologies with high capabilities for accessing sensitive and financial information must be  
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executed with care and ethical considerations. Establishing mechanisms to protect security and privacy can 

help increase trust and effectively use these technologies. The primary goal of using reinforcement learning 

neural networks for payment system decryption is to protect sensitive information, create a secure environment 

for financial transactions, and increase efficiency and productivity in these systems. Therefore, ethical 

considerations are critical and must be observed in the design and use of these technologies, especially in the 

financial industry. When using sensitive financial data to train a neural network, a high level of privacy 

protection is necessary. Customer data and their transactions must be used optimally to uphold individual 

privacy. Additionally, the processes and decisions made by these networks should be understandable and 

justifiable to users and customers. The security of financial and payment information is of utmost importance. 

Therefore, observing data protection security standards and procedures is necessary for the design and use of 

neural networks for decryption. Under no circumstances should customer financial information be used for 

advertising purposes. In summary, to use deep learning and reinforcement-based technologies in the field of 

payment system decryption, careful observation of ethical issues and customer rights is necessary. Due to the 

confidentiality of banking customer information, the bank's name cannot be disclosed, and the data used has 

been completely normalized. 

CASE STUDY AND DISCUSSION 

Data Collection, Preparation (Preprocessing), and Data Integration 

The data used in this paper included the initial information related to transactions between March 20, 2023, 

and March 20, 2024. This information included transaction date, transaction type, amount, customer personal 

and account information, card information, check information, SATNA information, and electronic payment 

information. However, due to the confidentiality of the information, only the transaction date, amount, and 

payment type were selected for encryption and decryption operations using the bank data.Additionally, data 

refinement and cleansing operations were necessary to identify and remove fields with corrupted data due to 

the extensive volume of the extracted information. The study used RapidMiner software for data refinement, 

cleaning, normalization, and integrationas mentioned below. 

Data Cleaning 

 Using RapidMiner software, the bank's payment data was cleaned through  

 data normalization 

 missing value replacement 

 duplicate data removal 

 conversion of categorical data to numerical data. 

 

Fig 13: A representation of normalization, integration, dimensionality reduction, and data subset selection 
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During the data normalization stage, transaction amounts are transformed to a specific scale. This allows for 

more accurate comparison and analysis of different amounts. In some records, values may be missing. In such 

cases, the missing values are replaced with either maximum, minimum, or mean values. This helps to increase 

the accuracy of subsequent analyses.  

Duplicate data can be found in some records. Removing this duplicate data can simplify and clean the data, 

thus preventing an increase in data redundancy in the model. Converting payment type to a numerical format is 

another important step in the data cleansing process.  

This conversion enables neural network models to be better prepared for training, leading to more accurate 

results. Categorical data is converted to numerical data as most models benefit from numerical inputs. These 

steps help to prepare payment data for training reinforcement neural network models. By following these steps, 

more accurate and effective analysis can be performed. 

Preprocessing 

To prepare and process data from a valid and accurate source, it is imperative to maintain the confidentiality of 

the data and ensure that no issues arise during the execution of the model. The data must be integrated, and its 

dimensionality must be reduced before being processed to create an effective model.  

Dimensionality reduction is a technique used to decrease the number of dimensions in a dataset. The main 

objective of this technique is to preserve the existing information volume in the data while reducing the 

complexity of the model. In the case of payment data, dimensionality reduction can be particularly beneficial 

as this data often contains a high number of dimensions, such as a large number of transactions within a 

specific period.  

These additional dimensions can reduce the performance of the model. By reducing these dimensions, the 

focus is on the important dimensions and useful information needed for modeling, which can improve the 

performance of reinforcement neural network models and reduce training and prediction time.  

 

 

Fig14: An example of the output of data after the PCA algorithm 
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Fig15: An example of the output of data in the form of a graph and cluster scatter plot 

 

Fig16: A view of payment data in the software output 

Encryption and Decryption of Amount Using AES Algorithm and Creating the Match Column 

The following is an example of how to use the AES algorithm to encrypt and decrypt the amount column in a 

payment file. Once the amount column has been encrypted, it can then be decrypted using a specific key. If the 

decrypted amount matches the original amount column, the Match column will be set to zero. The Match 

column's equivalent will be considered a reward in the model. 

Modeling Encryption and Decryption on Payment Data with Reinforcement Neural Networks 

The research method involves modeling the encryption and decryption of payment data using the DQN 

reinforcement neural network model and the AES encryption and decryption algorithm. The AES encryption 

algorithm is used to encrypt sensitive information, such as payment amounts, which is initially available in 

unencrypted form. The data is then encrypted using a specific key and stored in an encrypted text format. Next, 

the DQN reinforcement neural network model is used to learn the decryption process based on the encrypted 

data. The DQN model receives the encrypted data as input and tries to learn the correct decryption operations 

by performing various actions and receiving rewards related to correct decryption. The reward is based on the 

level of match between the decrypted amount and the original amount. If the decrypted amount matches the 

original amount, the model receives a positive reward; otherwise, a negative reward is given. The DQN model 

uses reinforcement learning algorithms such as Q-learning or Deep Q-learning to gradually learn the 

decryption operations. By following these steps and training the DQN model, a secure and accurate encryption 
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and decryption system can be implemented for payments using strong algorithms such as AES and 

reinforcement neural networks. 

Modeling Using Neural Networks and Rewarding 

A reinforcement learning model called DQN has been implemented in this paper to train an optimizing agent 

for a virtual environment. The virtual environment is created using a specific dataset from a file loaded using 

Python libraries. It uses Tensor Flow and Tensor Flow Keras libraries to construct a deep neural network 

model with three layers for solving the reinforcement learning problem. The model is defined with the relu and 

linear activation functions. The DQNAgent class is defined to manage all the model learning operations. The 

creation of a model with weight derivatives and the mean squared error (MSE) function is performed. It also 

includes functions for memory storage, performing an action in the environment, and experiencing to improve 

the model performance. The dataset is loaded from the file, and the inputs and outputs are sliced to match the 

model architecture. Then, the agent is trained based on the invoked data and consecutive actions performed. 

The agent is trained to solve a reinforcement learning problem by executing several episodes and consecutive 

steps. A part of the code and output are shown below. 

 

Fig 17: An example of decryption code with modeling using reinforcement neural network and reward 

The code's output consists of a loop that runs for the number of episodes and steps. During each step, the agent 

performs an action using the action function, calculates the reward based on the action taken, and stores 

information in memory. After some time, the model is reproduced and improved using the recovery function. 

The output includes logging that displays each step and operation performed by the agent. These logs typically 

include the step, selected action, received reward, and operation success (correct or incorrect recovery).  

This output is useful for tracking and debugging the agent's performance or monitoring training progress. It is 

necessary information for evaluating and optimizing the model and the agent's performance. The presented 

output shows the timing information for each step and operation in the agent's training process. It includes start 

and end times for each operation, time taken for each step in different training episodes, time required to 

perform an action and calculate its reward, and time needed for model training. 

Finally, the calculated accuracy and time are displayed in the output. To add accuracy calculation, the 

necessary information (such as the number of correct predictions and the total number of predictions) is 

calculated at each step and the accuracy is displayed at the end of the training episode. 
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Fig 18: An example output, including the calculated accuracy and time for rewards 

Comparison of the Output Performance Metrics of Multiple Neural Network Models 

The table compares the results of the proposed DRL models based on the datasets. The results are compared 

with policy gradient methods, reinforcement learning, and other models such as BiLSTM and LSTM reported 

in various studies. The results are compared based on performance metrics such as accuracy.The table below 

shows the accuracy and training time (in seconds) of the proposed DQN model and other reinforcement neural 

network models in the paper.As shown, our model has higher accuracy compared to the other methods, while 

having a lower training time. However, the worst accuracy achieved by the LSTM method is around 71%. 

Both the PG and Reinforcement methods have high accuracy of around 80% and 79% respectively. However, 

these methods have lower training times compared to our model.These algorithms were evaluated with code 

and 1910 records, and the results are shown in the table below. 

Table2 : Comparison of the DQN Model with Reinforcement Neural Network Models and Display of 

Accuracy and Time Used (with 1910 test data) 

Time(second) Accuracy Data Set Dynamic 

Learning 

Model Name 

496.04 80 % Bank Dataset × PG 

510.03 79 % Bank Dataset × Reinforcement 

624.24 71 % Bank Dataset × LSTM 

320.01 78 % Bank Dataset × BILSTM 

306.02 83.33 % Bank Dataset   DQN 

 

CONCLUSION 

Our research has beencentered on the use of reinforcement neural networks to decrypt payment systems using 

the AES algorithm. The study uses the DQN algorithm to train the reinforcement neural network model to 

enhance the security of payment systems, improve the quality and speed of decryption, and reduce the time 

required to perform payment operations. The research addresses the critical issue of security in online 

payments and utilizes advanced neural network methods and the DQN algorithm to solve it. The goal of this 
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research is to enhance the decryption of payment information, improve the security of online payments, and 

enhance the speed and efficiency of the payment system. The results obtained can significantly improve the 

experience of online payments.  

This research presents an innovative and efficient solution to enhance the security and performance of online 

payment systems. Since the security of sensitive information and conducting online financial transactions are 

of great importance, this method not only enables the preservation of user information but also improves the 

speed and efficiency of payments. Continued research and studies can lead to the enhancement of security and 

efficiency in online payment systems, playing a crucial role in technology development and the advancement 

of the digital economy. 

LIMITATIONS 

Like any other behavioral or social research, the current study has certain limitations that need to be taken into 

account when generalizing the findings. The limitations of this study are: 

 The topic of decoding banking payment systems is relatively new and innovative, so there is limited 

specialized knowledge and experience in this field.  

 Due to the sensitivity and confidentiality of banking data, access to information related to payment 

transactions, customer data, and accounts is challenging.  

 In the field of using reinforcement neural networks for decrypting payment transactions, there is limited 

specialized knowledge and experience.  

 Respecting individuals' privacy in financial information and banking payments is of utmost importance 

and should be given special attention throughout the project.  

 There is not enough information and statistics available on decrypting payment systems by examining 

the existing codes in two banks in this field.  

 Collaboration and coordination between specialists, bank managers, and bank customers in this project 

is limited and needs to be strengthened. 

RECOMMENDATIONS 

The following recommendations are made based on the findings of the current study: 

 Examination of other machine learning techniques and algorithms for decrypting payments in financial 

transactions. 

 Comparison of different decryption technologies for payment systems, such as classical cryptography, 

quantum cryptography, and multi-factor decryption. 

 Examination of the application of biometric technologies such as fingerprint and facial recognition in 

online financial transactions, and their impact on the security and decryption of banking transactions. 

 Evaluation of the potential to use a combination of different decryption methods, such as quantum 

cryptography and artificial intelligence, to improve the security of financial transactions.  

 Research and compare various encryption methods, including public key encryption, two-factor 

authentication, and multi-party encryption, for securing sensitive information and payment 

transactions.  

 Explore the potential of artificial intelligence methods such as neural networks in detecting and 

preventing fraud in banking transactions.  

 Analyze the accuracy, speed, and reliability of reinforcement neural networks in decrypting  
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