
INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN SOCIAL SCIENCE (IJRISS) 

ISSN No. 2454-6186 | DOI: 10.47772/IJRISS |Volume VIII Issue VIII August 2024 

Page 1264 

www.rsisinternational.org 

 

 

 
 

 

Students’ Academic Performance Prediction Using Educational 

Data Mining and Machine Learning: A Systematic Review 

Munaf Salim Najim Al-Din and Hussein Ali Al Abdulqader 
 

Department of Electrical and Computer Engineering, College of Engineering and Architecture, 

University of Nizwa, Nizwa, Oman 
 

DOI: https://dx.doi.org/10.47772/IJRISS.2024.808095 
 

Received: 18 August 2024; Accepted: 23 August 2024; Published: 31 August 2024 

 

ABSTRACT 
 
Forecasting the performance of students holds paramount importance in the context of higher education 

since the criteria for a high quality university is based on its excellent record of academic achievements. At 

the present time, predicting students’ performance becomes more challenging due to the huge increase in the 

amount of educational data that is now available in educational databases. With the introduction of 

information systems and data mining and machine learning techniques in education a new era has been 

started to reveal the methodologies in studying and analyzing students’ academic performance and to enable 

the recording and retention of large volumes of data in educational institutions. This paper seeks to 

systematically review the current research on predicting student performance through the use of educational 

data mining and machine learning techniques. The review synthesizes a wide range of studies, 

encompassing diverse educational levels, data sources, and predictive models. A comprehensive review was 

conducted for available research spanning from 2015 to 2023, to provide a foundational understanding of 

the intelligent methods employed in forecasting student performance. The search encompassed different 

electronic bibliographic databases, such as IEEE Xplore, Google Scholar, and Science Direct. In this paper,  

17 survey papers and 74 research papers have been examined and analyzed, emphasizing seven key aspects 

that aim to have interpretable models for forecasting student performance. 
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INTRODUCTION 
 
Modern educational establishments function within an intensely competitive and intricate environments as a 

result of prevalent challenges, such as delivering education of exceptional quality, devising approaches to 

assess student achievement, and discerning forthcoming requirements. It is well known that educational 

institutes put in diligent effort to establish and enhance strategies that address students’ challenges 

throughout their academic journey. One of the most important challenges is to continuously anticipating 

student achievements upon enrollment and as time progresses. These anticipation of students’ performance 

serves as a valuable tool for aiding the selection of courses and devising tailored future study plans. In 

addition, they facilitate educators and administrators in monitoring students, enabling the provision of 

timely assistance and the alignment of training programs to optimize outcomes. As a consequence this aids 

these institutes in adeptly refining these strategies, benefiting both administrative staff and educators 

involved in the students’ progress. Consequently, educational institutions strive to formulate individual 

student models that forecast each student’s attributes and performance [1]. 
 

Over the past three decades, as computers have become increasingly ubiquitous, educational institutions 

have begun amassing extensive volumes of data. This rich reserve of data serves as the cornerstone of 
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educational data mining, a specialized field that leverages the capabilities of big data analytics to unearth 

valuable insights and patterns within the educational domain. Consequently, data mining has emerged as 

one of the most prevalent techniques employed to evaluate students’ performance, finding extensive 

application within the educational sector, commonly referred to as Educational Data Mining (EDM) [2]. 

EDM is a method utilized to extract valuable information and discern patterns from vast educational 

databases, offering the potential to revolutionize decision-making processes for educators, improve 

curriculum design, and personalize teaching approaches to cater to the unique needs of individual students. 

The fusion of big data and educational data mining not only enhances educational outcomes but also 

assumes a pivotal role in shaping the future landscape of teaching and learning. EDM is, in essence, an 

interdisciplinary research field that amalgamates machine learning (ML), statistics, data mining (DM), 

educational psychology, cognitive psychology, and other theories and methodologies to dissect educational 

data and address a variety of challenges. The interdisciplinary nature of EDM is one of its strengths, as it 

allows researchers to draw on a variety of perspectives and methodologies to develop innovative solutions to 

educational problems. These disciplines include, Computer science, Education, Psychology, Statistics and 

Social science. 
 

Typically, EDM focuses on data stored within educational Learning Management Systems (LMS) and 

databases. These methods are used to examine data generated during educational processes, revealing 

hidden insights, relationships, and patterns within vast data repositories. While multiple definitions of EDM 

exist, they share a common theme: it is a growing field dedicated to developing techniques specifically 

designed to analyze educational data, providing deeper insights into both students and their learning 

environments. As outlined in reference [3], the EDM cycle represents a customized adaptation of the general 

DM cycle, finely tuned to the intricacies of educational environments. Comprising four stages encompassing 

nine distinct steps, this cycle is designed to directly tackle the distinctive challenges and objectives prevalent 

in the field of education, as illustrated in Figure 1. 
 

Fig. 1. Typical Education Data Mining Cycle. 
 

The EDM process commences with clearly defining the problem and establishing goals. This entails 

precisely outlining the educational issue or question being investigated. During this phase, project 

objectives, goals, and the formulation of fundamental research questions occur. EDM researchers utilize 

various data mining techniques to perform a range of tasks that are broadly categorized into five groups 

namely; Regression, Classification, Clustering, Anomaly Detection and Recommendation. The second 
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stage, comprising Data Collection, Preparation, and Feature Selection, is the most time-intensive, taking up 

to 80% of the entire process. It involves gathering information from diverse educational sources, merging it 

into a unified dataset, addressing missing values and outliers, and selecting relevant features for analysis. 

The third stage involves three key steps: choosing EDM techniques, Model Training and Analysis, and 

Model Testing and Evaluation. In the first step, appropriate data mining and machine learning techniques 

are selected based on educational goals, mainly focusing on classification, clustering, prediction, and 

association of learning activities. In the second step, chosen techniques are applied to collected data using 

classical ML methods, generating insights for refining teaching methods and identifying at-risk students. 

The final step evaluates the models’ effectiveness using educational metrics to enhance outcomes. The final 

stage consists of two main functions: model deployment and model monitoring and improvement. In the 

first function, insights and recommendations are implemented into educational practices, integrating data- 

driven decision-making into teaching strategies and institutional policies. In the second function, the 

performance of educational interventions is continuously monitored, and models are adapted and refined 

based on ongoing data and feedback from the educational environment. 
 

To delve into the latest implementations of EDM techniques applied by researchers to forecast student 

performance, this investigation reviews some of the pertinent research in this field. The first objective of this 

paper is to present a structured evaluation of the present state of research in forecasting student performance 

through the utilization of EDM and ML techniques. This review consolidates an extensive array of 

investigations that encompass various educational levels, data origins, and predictive models. Secondly, to 

establish a solid foundation in understanding the intelligent techniques employed in predicting student 

achievement, a comprehensive examination of research conducted from 2015 to 2023 was carried out. This 

investigation encompassed a variety of electronic bibliographic databases, including IEEE Xplore, Google 

Scholar, and Science Direct. 

 

LITERATURE REVIEW 
 

Educational data mining involves the use of data analysis techniques to extract valuable insights from 

educational data. When applied to students’ academic performance, researchers often aim to identify 

patterns, predictors, and interventions that can enhance learning outcomes. Consequently, the prediction of 

students’ academic achievements has long captivated the attention of policymakers, researchers, and 

educators. As a result, numerous studies have been conducted to assess current approaches for predicting 

student performance using EDM. Considerable number of survey papers have been published on this topic; 

nevertheless, in this study 17 survey papers were selected as a starting point. These survey papers were 

carefully selected to analyze and identify appropriate methods for existing parameters, address gaps in 

current research, provide context for a new research initiative, and contribute to the development of a 

comprehensive and methodologically robust study. This contribution involves clarifying the research 

objectives, methodologies, and predictive variables utilized in the field. According to [4-5] the major aspects 

that need to be covered by a systematic review includes namely, Research Question, Objectives, Search 

Strategy, Inclusion and Exclusion Criteria, Study Selection Process, Data Extraction, Quality Assessment, 

Synthesis of Findings, Meta-Analysis (if applicable). Table I presents a comparison of the survey papers 

analyzed in this study which includes some of the aforementioned aspects. 
 

Based on the survey papers listed in table I, the majority of contributors to existing surveys employed the 

systematic literature survey method to analyze various aspects of prior studies, including publication year,  

key contributors, the source of experimental datasets, and more. Numerous studies were categorized based 

on the EDM methods applied or the issues addressed in the education domain. The primary aim of the 

authors is to analyze and extract the objectives and research questions from each article, with the intention 

of formulating a comprehensive objective and research question for this study. This overarching goal aims 

to address various aspects concerning the application of EDM and ML in predicting students’ academic 
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performance. 
 

In addition to the main intention in reviewing survey papers, our observations reveal that the majority of the 

articles reviewed are featured in the survey papers focused on higher education, possibly because there is 

enhanced data accessibility facilitated by the implementation of Learning Management Systems (LMS) in 

higher education institutions. Additionally, conducting scientific experiments is often more feasible within 

the higher education context. Broadly speaking, the survey papers categorized EDM methods into three 

groups: prediction, clustering, and regression. These papers also outlined the ML or the DM algorithms 

associated with each method category. 
 

TABLE I. Previous literature reviews 
 

Ref# 
Publication 

year 

Covered 

period 

Paper 

reviewed 
Research Questions 

 

 
[6] 

 

 
2015 

 

 
2002–2015 

 

 
39 

1- What are the important attributes used in predicting 

students’ performance? 
 

2- What are the prediction methods used for students 

performance? 

 

 

 

 

 
[7] 

 

 

 

 

 
2018 

 

 

 

 

 
2010-2017 

 

 

 

 

 
497 

1- How is performance defined? What types of metrics 

are used for describing student performance? 
 

2- What are the features used for predicting performance? 

3-What methods are used for predicting performance? 

4- Which feature and method combinations are used to 

predict which types of student performance? 
 

5- What is the quality of the work on predicting student 

performance? 

 

 

 

 

 
[8] 

 

 

 

 

 
2020 

 

 

 

 

 
2010-2020 

 

 

 

 

 
67 

1- Learning Outcomes Prediction. How is student 

academic performance measured using learning 

outcomes? 
 

2-Academic Performance Prediction Approaches. What 

intelligent models and techniques are devised to forecast 

student academic performance using learning outcomes? 
 

3-Academic Performance Predictors. What dominant 

predictors of student performance using learning 

outcomes are reported? 
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[9] 

 

 

 

 

2020 

 

 

 

 

2015-2019 

 

 

 

 

120 

1- What are the methods and algorithms used to evaluate 

academic performance? 
 

2- What is the performance per method? 
 

3-: What are the features used to evaluate academic 

performance? 
 

4- To what extent were the results of the research used 

for decision making, according to the authors? 

 

 

 
[10] 

 

 

 
2021 

 

 

 
2009-2021 

 

 

 
78 

1- What type of problems exist in the literature for 

Student Performance Prediction? 
 

2- What solutions are proposed to address these 

problems? 
 

3- What is the overall research productivity in this field? 

[11] 2021 2010-2020 90 
1- What are the most algorithms of supervised machine 

learning that widely used in prediction? 

 

 

[12] 

 

 

2021 

 

 

2010 to 2020 

 

 

48 

1- What are the most commonly used methods in 

students’ performance prediction? 
 

2- Which one is the most suitable method for students’ 

performance prediction among the commonly used 

methods? 

 

 

 

[13] 

 

 

 

2021 

 

 

 

2015-2019 

 

 

 

30 

1- What attributes are used for the prediction of student’s 

academic performance? 
 

2- What are the key machine learning approaches used 

for the prediction? 
 

3- What are the accuracies of the existing models used in 

the prediction? 

 

 

 

 

 
[14] 
 

 

 

 
 

 

 
 

 

 

 

 

 

 
2021 

 

 

 

 

 
2016-2021 

 

 

 

 

 
80 

1- Procedure of establishing prediction model. What 

procedure do researchers follow to establish the students’ 

performance prediction model? What are the main steps? 
 

2- The EDM methods used in different steps. What EDM 

methods do researchers use in different steps in the 

procedure of building students’ performance prediction 

model? 
 

3- Main challenges of previous studies. What are the 

challenges for previous studies in this field? 
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[15] 

 

 

 

 

 

 
2021 

 

 

 

 

 

 
2015-2020 

 

 

 

 

 

 
12 

1- What are the student performance measures to be 

predicted? 
 

2- What are the predictors used to train an explainable 

model? 
 

3- What are the explainable machine learning methods 

used to predict students’ performance? 
 

4- What are the evaluation metrics used to assess the 

explainability of the models? 
 

5- What are the methods that meet both requirements of 

high accuracy and explainability? 

[16] 2022 2017 to 2022 18 None 

 

 

 

[17] 

 

 

 

2022 

 

 

 

2016-2022 

 

 

 

54 

1- What factors are determinants to predict academic 

performance? 
 

2- What methods and algorithms are applicable to 

predict academic performance? 
 

3- What are the goals and interests to predict academic 

performance? 

 

 

 

 

[18] 

 

 

 

 

2022 

 

 

 

 

2015 to 2022 

 

 

 

 

35 

1- Identification and understanding of various researches 

done in the Educational sector for APP through a 

comprehensive and systematic review. 
 

2- Enumeration of various attributes used for APP. 

3- Analysis of ML techniques used in APP. 

4- Categorization of the combination of attributes and 

MI techniques to assess the accuracy of prediction. 

 

 

 

 

 
 

[19] 

 

 

 

 

 
 

2022 

 

 

 

 

 
 

2013-2021 

 

 

 

 

 
 

33 

1- What are the primary purposes of the review studies 

investigated in this overview? 
 

2- What common input (predictor) and common output 

(target) variables do these review studies employ to 

predict SAP. 
 

3- What common educational data mining (EDM) 

techniques (or methods) and algorithms do they employ 

in predicting SAP? 
 

4- What algorithms are reported to have the highest 

prediction accuracy for SAP? 
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5- What common EDM tools do these studies employ in 

predicting SAP? 
 

6- What are the key results of these review studies? 

 

 

 

 

 

 
[20] 

 

 

 

 

 

 
2022 

 

 

 

 

 

 
2017-2021 

 

 

 

 

 

 
100 

1- Student performance factors: (A) What kind of data 

sources and factors can help us to determine high-risk 

students and (B) what factors fail to forecast the 

performance and behavior of students? 

 

2- Learning Analytics Approaches: What learning 

analytics approaches can be used to improve the 

student’s performance and teaching practice? 

 

3- Machine Learning-based Approaches: What kind of 

algorithms are mostly used by researchers to develop 

predictive models in student retention with high 

accuracy? 

 

 

 

 

 

 

 

[21] 

 

 

 

 

 

 

 

2022 

 

 

 

 

 

 

 

2015-2020 

 

 

 

 

 

 

 

40 

1- What is the most commonly used methodology for 

applying data mining? 

 

2- What attributes were considered for the prediction of 

academic performance? 

 

3- Which variable selection algorithms are most 

commonly used? 

 

4- What were the techniques used in the prediction and 

which had better results in their accuracy? 

 

5- Which tools are the most concurrent for the 

development and testing of the predictive model? 

 

6- What metrics are used to determine the effectiveness 

of prediction techniques? 

 

 

 

[22] 

 

 

 

2023 

 

 

 

2016-2022 

 

 

 

84 

1- Which characteristics are frequently employed by 

academics when predicting student learning outcomes? 

 

2- Which ML methods are frequently employed by 

researchers when predicting student learning outcomes? 

 

3- Which algorithms or techniques are most effective for 

predicting student performance? 

 

Furthermore, the majority of reviews focused on technical aspects, providing a comprehensive account of 

the methods, techniques, and research objectives. Nevertheless, a comprehensive analysis of the procedures  
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used to establish students’ performance prediction models was lacking, and there was no overview of the 

latest EDM methods utilized in steps other than model establishment. Due to the shortcomings in the 

mentioned surveys, researchers face challenges in identifying the essential processes involved in 

establishing prediction models for students’ performance across different studies. Moreover, gaining an 

understanding of commonly used EDM methods and their efficacy in various stages of constructing 

prediction models is difficult, hindering efforts to optimize these models further. Simultaneously, 

investigating and summarizing the primary challenges and future directions in this research field becomes a 

challenging task. Finally, one aspect that remains unexplored quantitatively is the linkage between research 

outcomes and educational policy. This connection can span from the micro level, involving individual 

classes, to the macro level, encompassing the broader educational system. This review aims to investigate 

whether educational administrators have utilized research findings, obtained through technical data mining, 

in decision-making processes. 

 

METHODOLOGY 
 
To explore the most recent techniques in the field EDM employed by researchers for forecasting student 

performance, this study conducts a thorough and structured analysis of significant research focusing on 

predictive models for student performance using EDM. Furthermore, the study aims to consolidate research 

that introduces interpretable models for forecasting student performance. To achieve this, a simplified 

systematic literature review approach is adopted, facilitating the identification, selection, and comprehensive 

assessment of pertinent scholarly works that revolve around the anticipation of students’ academic 

performance using EDM. Following the outlined methodology and the literature survey, this study 

undertakes a comparative and evaluative investigation of EDM techniques utilized in key stages such as 

methodology and tools, attributes, outcomes, selection algorithms, techniques, and metrics. In particular, we 

delve into the subsequent research inquiries: 
 

1) Which methods are commonly employed for the implementation EDM? 
 

2) What are the data sources utilized for EDM? 
 

3) What are software tools utilized for EDM 
 

4) What are the objectives considered in students’ performance prediction? 
 

5) What are the attributes taken into account when predicting academic performance? 
 

6) What prediction techniques were employed? 
 

7) What metrics are employed to assess the efficacy of prediction techniques? 
 

In this survey, a search queries was performed in online databases including Google Scholar, IEEE Xplore, 

and Science Direct. The search criteria encompassed terms such as (“prediction) AND (“student 

performance”) AND (“Machine Learning” OR “Data Mining”). Our focus was directed towards methods 

rooted in Machine Learning (ML) or Data Mining (DM) for the purpose of predicting student performance. 

We confined our attention to studies published in the English language between 2015 and 2022, Table II 

shows the number of papers that satisfied the search string. With such a huge number of articles in this filed 

the following inclusion and exclusion criteria are used for further filtering: 
 

A. Inclusion 
 

Factors that influence academic performance. 
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Prediction through data mining. 

Academic performance prediction model. 
 

B. Exclusion 

 

University students as the only study population. 

Published outside the search period range. 
 

TABLE II. Articles Data Sources 

 

Databases URL Results 

IEEE https://ieeexplore.ieee.org/ 167 

Science Direct https://www.sciencedirect.com/ 227 

Springer https://link.springer.com/ 25 

 

Out of the 1951 papers surveyed in the mentioned databases, the initial phase identified 443 papers. 

Following this, the titles and abstracts of the articles underwent filtering using inclusion criteria, resulting in 

the exclusion of 239 articles. A total of 140 articles remained for in-depth analysis of the full text. After 

thoroughly examining all texts and rigorously applying inclusion and exclusion criteria, a final count of 74 

articles was determined, forming the basis for the comprehensive literature review. 

 

RESULTS AND FINDINGS 

 

Based on the chosen literature, seven pertinent research aspects were identified to address the posed 

questions: methodologies, data source, software tools, objectives of the studies, attributes/factors, ML 

techniques, and metrics. This section will present the related work and outcomes in alignment with the six 

queries outlined in the methodology section. 

 

Which methods are commonly employed for the implementation EDM? 
 

Educational Data Mining (EDM) relies on various methodologies and frameworks, such as Knowledge 

Discovery in Databases (KDD), Cross-Industry Standard Process for Data Mining (CRISP-DM), Sample, 

Explore, Modify, Model, and Assess (SEMMA), and Team Data Science Process (TDSP), to effectively 

analyze educational data and derive valuable insights for improved educational outcomes. KDD’s 

comprehensive approach, covering data selection, preprocessing, transformation, and interpretation, suits the 

diverse challenges in education. CRISP-DM, known for its structured phases, finds application from 

understanding the educational context to model deployment. SEMMA, introduced by Statistical Analysis 

System (SAS) Institute, focuses on Sample, Explore, Modify, Model, and Assess, providing a systematic 

framework for preprocessing and modeling. Microsoft’s TDSP offers collaborative and scalable 

methodologies tailored to data science projects, including education. These methodologies empower 

educators, researchers, and institutions to harness data-driven insights for personalized learning and 

continuous improvement. Choosing the most suitable methodology depends on the specific context and 

goals of each EDM project. By analyzing selected papers, figure (2) reveals a prevalent adoption of the 

KDD methodology, though some researchers explicitly state the use of CRISP-DM, while SEMMA and 

TDSP methodologies see limited utilization. The preference for KDD in EDM stem its adaptability, holistic 

nature, and iterative process, aligning well with the dynamic aspects of event data management tasks. The 

benefits of employing KDD methodology can be outlined as follows: 
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1) KDD provides a systematic and structured process for analyzing data. This structured approach helps 

researchers and educators to organize their efforts efficiently and effectively. 
 

2) KDD methodology offers techniques to handle highly complex diverse types of information contained in 

Educational data and extract meaningful patterns and insights. 
 

3) KDD emphasizes feature selection, which is crucial in educational data mining to identify relevant 

variables that influence student learning outcomes. 
 

4) KDD methodologies often employ scalable algorithms and techniques that can handle data of varying 

sizes, making them suitable for analyzing educational data at different levels of granularity. 
 

5) KDD is an iterative process, allowing researchers to refine their analysis based on feedback and domain 

knowledge. 
 

 
 

Fig. 2. Data Mining Methodologies Distribution. 
 

A. What are the data sources utilized for EDM? 
 

Educational Data Mining (EDM) relies on a diverse array of data sources to glean meaningful insights into 

the learning process, student performance, and educational system dynamics. One primary source is 

Learning Management Systems (LMS), comprehensive platforms that capture data on student interactions, 

engagement patterns, and academic progress. These systems record student logins, time spent on various 

learning materials, and assessment results, providing a rich source for analyzing learning behaviors. 

Additionally, Student Information Systems (SIS) contribute crucial demographic information, enrollment 

history, and academic records, enabling a holistic view of student profiles. Assessment data, including 

standardized test scores, quizzes, and assignments, serves as a valuable source for evaluating student 

performance and identifying areas for improvement. Regarding surveys and questionnaires, Tools like 

Google Forms, SurveyMonkey, and Qualtrics allow you to create and distribute surveys to gather 

information about student preferences, attitudes, and experiences. Finally, online discussion platforms like 

Piazza, Edmodo, discussion forums and social interactions within online learning platforms, discussion 

forums, and collaborative tools can be used to collect data on student interactions during discussions and 

group activities. In addition to aforementioned data sources, the utilization of publicly available datasets 

from the internet is a common practice in EDM. Researchers and analysts often leverage these datasets to 

study educational patterns, assess learning outcomes, and derive insights. The availability of such datasets 

contributes to the advancement of EDM by offering a diverse range of educational data for analysis and 
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model development. Researchers can explore publicly accessible educational databases to conduct studies, 

design models, and enhance understanding in the field of education through data-driven approaches. 

Depending on the objectives of the research and resources available for the researchers, one or more of the 

listed approaches can be adopted. Table III provides the list of the commonly utilized data sources. Based on 

the findings, SIS stands out as the most widely adopted data source for EDM development. Among the 74 

studies examined, 33 opted for SIS when undertaking their data mining initiatives, and 18 utilized dataset 

available through the internet. 
 

TABLE III. Common Data Sources used in EDM 
 

Data Source Article Reference 

 
SIS 

[23], [24], [26], [27], [28], [29], [32], [33], [37], [38], [40], [43], [45], [46], [48], 

[49], [55], [57], [61], [62], [63], [64], [65], [68], [69], [72], [73], [83], [88], 

[89], [92], [93], [94] 

LMS [34], [47], [52], [56], [71], [74], [81], [85], [91]  

Surveys and 

Questionnaires 
[25], [30], [35], [41], [44], [53], [57], [72], [86], [90] 

 

Public Dataset (Internet) 
[31], [36], [42], [51], 

[82], [84], 

[54], [57], [59], [60], 

[87], [91], [95], [96] 

[67], [75], [76], [80], 

Others [39], [66], [77], [78] 

 

Figure (3), shows the percentage distribution of each data sources. The widespread adoption of SIS in 

educational institutions is driven by their ability to centralize, integrate, and provide access to student data, 

making them invaluable tools for educational data mining initiatives aimed at improving student outcomes 

and enhancing teaching and learning processes. It should be mentioned here that in recent years internet- 

based datasets are found to offer a wealth of opportunities for educational data mining research, providing 

rich, diverse, and large-scale data that can inform the development of more effective teaching and learning 

strategies, support evidence-based decision-making in education, and advance our understanding of learning 

processes in digital environments. 

 

 

Fig. 3 Data Sources distribution. 
 

B. What are the software tools utilized in EDM? 
 

Since DM in general is a process of discovering patterns, trends, and valuable insights from large datasets, 

special software tools are required for this purposes. These software tools used in data mining serve various 
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functions and provide a wide range of capabilities to help analysts and data scientists extract valuable 

insights from large datasets. They offer a range of features and capabilities, such as Data Preprocessing, 

Data Transformation, Exploratory Data Analysis, Classification and Prediction and many other 

functionalities. The choice of tool depends on the specific requirements of a data mining project, as well as 

personal preferences and the organization’s budget considerations. Numerous tools are available for data 

mining, and each offers various data management capabilities. Table IV highlights some of the commonly 

employed tools for constructing predictive academic performance models. Based on the findings, Weka 

stands out as the most widely adopted tool for data mining development. Out of the 74 studies analyzed, 

Weka was chosen in 25 instances, while RapidMiner was utilized in 8 studies for their data mining 

endeavors. Both Weka and RapidMiner are open-source platforms tailored for data mining and machine 

learning tasks. Weka contains a comprehensive array of algorithms encompassing classification, regression, 

clustering, association rules, and feature selection, all applicable to educational datasets. Conversely, 

RapidMiner offers a user-friendly graphical interface facilitating data preprocessing, modeling, evaluation, 

and visualization, alongside an array of machine learning and statistical algorithms suited for EDM tasks. 

On the other hand, the combination of ease of learning, abundance of libraries, open-source nature, 

community support, interdisciplinary applications, scalability, and industry relevance makes Python a 

popular choice in the field of EDM. It provides a powerful and accessible platform for students and 

educators to explore, analyze, and visualize data in educational settings. Finally, as it has been noticed that 

among the studies, 21 are grouped under “others.” In these cases, the authors have omitted mentioning the 

software platform or programming language employed for their analysis. Furthermore, some of these studies 

have devised their own systems without specifying the software platform utilized in their development. 

 

TABLE IV. Common Data Sources used in EDM 
 

Software Article Reference 

Python Programming 
[36], [42], [44], [50], [51], [52], [56], [59], [60], [67], [71], [80], [85], [87], 

[90], [95], [96] 

Weka Software 
[23], [25], [27], [28], [29], [30], [33], [35], [38], [39], [43], [45], [49], [55], 

[63], [69], [72], [73], [74], [77], [84], [91], [93], [94] 

R Programming [31], [54], [61], [79], [82] 

RapidMiner Software 

System 
[26], [32], [40], [41], [46], [48], [78] 

Others 
[24], [34], [37], [47], [53], [57], [58], [62], [64], [65], [66], [68], [70], [75], 

[76], [81], [83], [86], [88], [89], [92] 

 
 

 

 
Fig. 4. Percentage Distribution of Utilized Software Tools. 
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C. What are the objectives considered in students’ performance prediction? 

Measuring students’ performance can be done through various outcomes and assessment methods. The 

choice of outcomes depends on the educational goals, subject matter, and grade level. When using machine 

learning to predict or assess students’ performance, various outcomes can be considered. These predicted 

outcomes can provide valuable information for modeling and predicting student performance. Machine 

learning models can use wide range of outcomes to give certain indication about a student’s performance, 

such as the likelihood of passing a course or achieving a certain grade. It’s important to note that the choice 

of outcome and the success of the prediction model depend on the availability and quality of data, as well as 

the specific goals of the assessment. Based on the collected reference, table V lists the most widely 

predicted outcomes in students’ academic performance are: grades predictions, early warning systems, 

personalized learning, graduation and retention rates, adaptive learning and college admissions. 

Figure (5) shows the main objectives or targets that has been considered in the reviewed papers. The 

prediction of students’ grades as can be noticed from the figure have attracted around 50% of the studies 

since it is a crucial objective in educational data mining because it supports efforts to improve student 

outcomes, personalize learning experiences, allocate resources effectively, prevent dropout, ensure 

institutional accountability, and empower students to succeed academically. By leveraging predictive 

analytics, educators and educational institutions can make data-driven decisions that enhance teaching and 

learning processes and ultimately contribute to the success of all students. The second widely objective is 

the personalized and adaptive learning which scored around 40% of the reviewed papers. Analyzing 

personalized learning in educational data mining helps educators optimize instruction, support individual 

student needs, foster academic success, and improve learning outcomes for all students. By leveraging data- 

driven insights, educators can create more engaging, effective, and equitable learning experiences that meet 

the diverse needs of learners in today’s classrooms. 

TABLE V. Main Objectives of the Studies 
 

Objectives Article Reference 

 
Predicting Grades 

[25], [26], [27], [28], [30], [31], [32], [33], [36], [38], [41], [42], [43], [44], [45], 

[46], [49], [53], [54], [55], [59], [62], [63], [64], [65], [66], [67], [68], [70], [73], 

[74], [79], [80], [83], [93], [96] 

Early Warning Systems [23], [24], [28], [29], [30], [36], [39], [50], [51], [54], [56], [69], [71], [72], [73], 

[76], [77], [81], [82], [88], [94] 

Personalized and 

Adaptive Learning 

[24], [26], [28], [29], [33], [35], [37], [40], [42], [44], [47], [48], [52], [58], [60], 

[71], [73], [74], [76], [78], [84], [85], [87], [90], [91], [92], [95] 

Graduation and Retention [34], [39], [41], [44], [45], [56], [92], [94] 

College Admissions [23], [39], [64], [68], [74], [86], [89], [93] 

 

Fig. 5. Distribution Objectives in the Primary Studies. 

http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN SOCIAL SCIENCE (IJRISS) 

ISSN No. 2454-6186 | DOI: 10.47772/IJRISS |Volume VIII Issue VIII August 2024 

Page 1277 

www.rsisinternational.org 

 

 

 
 

D. What are the attributes taken into account when predicting academic performance? 
 

Forecasting student performance is an intricate undertaking that entails scrutinizing an array of 

characteristics and elements. These attributes are harnessed to construct models capable of approximating a 

student’s probable academic achievement. In response to this inquiry, we successfully recognized that there 

are enormous number of attributes used in the literature. Through thorough examination of the existing 

literature, we have identified that these attributes can be classified into ten main categories as listed in table 

VI. It’s important to recognize that each category contains several attributes, and in some instances, certain 

attributes have been assigned to different categories in the surveyed studies. Furthermore, most of the 

surveyed studies investigated a wide range of these attributes. 
 

TABLE VI. Ain Attributes. 
 

Category Attributes Article Reference 

 
 
Personal 

Age, Gender, knowledge and 

background, Physical health, 

Employment Status, Personal 

interests….. etc. 

[23], [24], [25], [28], [29], [30], [31], [33], [34], 

[35], [36], [37], [41], [42], [45], [46], [47], [49], 

[50], [51], [54], [55], [57], [63], [69], [70], [71], 

[73], [74], [75], [77], [79], [80], [84], [87], [88], 

[89], [91], [92], [93], [94], [95], [96] 

  [24], [25], [26], [27], [28], [30], [31], [32], [33], 
 GPA, CPGA, Major, prior courses [34], [35], [36], [37], [38], [39], [40], [41], [42], 

Academic 

performance 

grades, present quizzes, assignments, 

exams marks, Major, enrollment year, 

attendance, discussion number of 

[43], [45], [46], [47], [48], [49], [52], [54], [55], 

[56], [57], [58], [60], [62], [63], [64], [65], [66], 

[67], [68], [69], [70], [71], [72], [74], [75], [76], 
 fails, Motivation,… etc. [77], [79], [80], [81], [83], [84], [85], [87], [88], 

  [89], [90], [91], [92], [93], [94], [96] 

 

 

Studying 

Environments 

Type of the institute, class size, 

Access to books, research materials, 

and technology, 
 

Availability of study aids, Adequate 

internet connectivity for online 

research and learning, … etc. 

 

 
[23], [24], [25], [29], [30], [35], [36], [42], [44], 

[47], [70], [73], [75], [77], [79], [80], [84], [88], 

[91], [95] 

 Academic participation, Time Spent  

 on daily study, Group study, [29], [30], [35], [36], [41], [42], [44], [47], [50], 

Studying style Individual study, Utilization of [51], [53], [54], [57], [63], [70], [71], [74], [75], 
 library, utilization of the internet in [79], [80], [81], [85], [86], [90], [96] 

 the study,…. etc.  

 
Prior Academic 

Achievement 

High school location and type, 

Admission score, Admission type, 

Entrance exam score, pre-university 

subject grades… etc. 

[25], [26], [29], [30], [32], [33], [35], [39], [47], 

[50], [51], [56], [57], [61], [63], [64], [68], [69], 

[75], [77], [80], [81], [88], [93], [95] 

 
Family 

Family size, Father and mother 

occupations, Father and mother 

qualification, Family income, level of 

parental involvement …. etc. 

[23], [24], [25], [30], [25], [36], [42], [50], [51], 

[54], [56], [57], [60], [65], [69], [70], [89], [93], 

[96] 
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Social 

Internet Access, Relationship, friends, 

social networking, non-academic 

activities, Social Media, … etc. 

[25], [30], [35], [36], [38], [41], [42], [50], [51], 

[53], [56], [57], [67], [70], [75], [77], [79], [80], 

[85], [87], [93], [96] 

 
Demographics 

Race, Nationality, Place of Birth, 

Marital status, Hometown, Cultural 

background 

[23], [25], [29], [30], [33], [35], [36], [38], [45], 

[47], [50], [51], [54], [56], [57], [63], [66], [67], 

[68], [69], [70], [71], [74], [75], [79], [80], [84], 

[85], [87], [91], [93], [95], [96] 

 
Behavioral 

Personality, Self-discipline, Initiative, 

Perseverance, Ethics, Positive peer 

influence, Collaboration, … etc. 

[29], [30], [35], [37], [41], [42], [53], [57], [66], 

[75], [80], [85], [86] 

 
Financial 

Scholarship, financial aid, self- 

spaceship, has income, Family 

Financial Situation, Cost of Living, 

type of accommodation… etc. 

[24], [25], [26], [30], [31], [35], [36], [37], [42], 

[51], [52], [54], [58], [70], [74], [76], [80], [81], 

[88], [92], [96], [97] 

 

As it can be noticed from table VI and figure 6 that academic factors are most frequently used factors since 

they are crucial components that significantly influence the prediction of a student’s performance. These 

factors pertain directly to a student’s educational experiences and achievements within an academic context. 

Within this context, the characteristics that saw the highest frequency of utilization were associated with the 

prior academic achievement, field of study (major) and teaching environments. It was found that the CGPA 

stands out as the predominant attribute due to its concrete numerical value, which directly links it to 

students’ performance, explaining its inclusion in more than 82.5% of the research studies. Furthermore, the 

total credits also emerges as one of the attributes displaying the strongest correlation with the outcome 

variable. 

 
 

Fig. 6. Distribution of Investigated Attributes Categories. 
 

The second influential set of attributes are related to personal factors, in which 58% of the studies 

considered these attributes in their analysis. These factors can vary from one individual to another and can 

have both direct and indirect effects on a student’s academic performance. The significance of each 

attribute’s contribution is also emphasized, clearly indicating that Gender and Age play a crucial role in 

predicting academic performance. Gender is a prevalent variable across numerous studies, as it exerts a 

substantial influence on academic achievement. This is evident in a large number of studies, where gender is 
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highlighted as one of the most influential attributes in predictive models. According to these studies, being 

female increases the likelihood of academic success, potentially attributed to the learning strategies 

employed by women during their academic journeys. Coupled with their responsible approach to learning, 

these factors contribute to a more effective teaching and learning process for female students. 
 

The third influential set of attributes are the demographic factors in which 45% studies utilized some of 

these factors. Demographic factors are characteristics related to an individual’s identity and background that 

can influence student performance prediction. These factors provide important context for understanding a 

student’s educational experiences and outcomes. It’s essential to note that while demographic factors can 

play a role in performance prediction, they do not determine a student’s destiny, and individual outcomes 

can vary widely. 
 

Studying style and prior academic achievement attributes have been investigated in around 34% of the 

studies. The impact of studying style on students’ academic performance can be multifaceted and plays a 

crucial role in shaping students’ academic performance by influencing learning efficiency, time 

management, motivation, engagement, retention, recall, study environment preferences, and adaptability.  

Recognizing and leveraging individual studying styles can empower students to maximize their learning 

potential and achieve academic success. On the other hand, prior academic achievement, which refers to a 

student’s previous performance in academic endeavors, can have a significant impact on their current 

academic performance. Prior academic achievement significantly impacts student academic performance by 

providing a strong foundation of knowledge and skills, fostering confidence and self-efficacy, shaping study 

habits and learning strategies, opening access to opportunities, influencing teacher expectations and support, 

and shaping peer interactions and the academic environment. Recognizing the importance of prior academic 

achievement can inform educational practices aimed at promoting student success and maximizing learning 

outcomes. 
 

In the fifth tier of significance, both social and financial factors have each accounted for approximately 30% 

of utilization in the studies surveyed. Social factors such as peer influence, parental support, socioeconomic 

status, school climate, cultural expectations, peer pressure, and social support networks profoundly impact 

students’ academic performance. Recognizing and addressing the influence of social factors is essential for 

promoting equitable access to education and fostering positive learning environments that support all 

students in achieving academic success. In contrast, financial factors significantly influence students’ 

academic performance by shaping their access to resources, quality of education, educational opportunities,  

basic needs, academic support services, college affordability, and psychological well-being. Addressing 

financial disparities and ensuring equitable access to educational resources and opportunities are essential 

for promoting academic success and reducing educational inequities. 
 

The studying environment plays a crucial role in shaping students’ academic performance where 27% of the 

studies considered these factors in their investigations. In general, studying environments significantly 

influence students’ academic performance by shaping their physical, social, technological, and cultural 

experiences. Creating supportive, inclusive, and conducive studying environments that prioritize comfort, 

minimize distractions, foster peer support, leverage technology effectively, and embrace cultural diversity 

can enhance students’ motivation, engagement, and learning outcomes. At the same level of the studying 

environment, family’s attributes have been investigated in approximately 26%. Family attributes, including 

parental involvement, education level, socioeconomic status, family structure, parenting style, cultural 

values, and parental support and expectations, collectively influence students’ academic performance. 

Recognizing the importance of family factors in shaping educational outcomes can inform efforts to support 

students’ academic success and promote equity in education. 

Finally the lowest set of attributes that have been considered in the surveyed studies is the behavioral 

attributes, only 17.5% of the papers have investigated these attributes on the students’ academic 
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performance. In general, behavioral attributes such as motivation, work ethic, time management skills,  

organization, self-regulation, responsibility, engagement, resilience, and adaptability significantly influence 

students’ academic performance. Cultivating positive behavioral traits and providing support for developing 

essential skills are essential for promoting academic success and empowering students to reach their full 

potential. 
 

The selection of variables, also known as feature selection, can have a significant impact on the prediction 

of students’ academic performance. Selecting relevant variables that are strongly correlated with academic 

performance can improve the accuracy of predictive models. Including these relevant features in predictive 

models allows the model to capture meaningful patterns and relationships that contribute to academic 

performance. Moreover, Feature selection helps in reducing the dimensionality of the dataset by eliminating 

irrelevant or redundant variables. High-dimensional datasets with many features can lead to overfitting, 

decreased model interpretability, and increased computational complexity. By selecting a subset of the most 

informative features, feature selection simplifies the model while retaining important predictive information, 

leading to more efficient and interpretable models. Furthermore, feature selection helps in improving the 

generalization of predictive models by reducing the risk of overfitting. Overfitting occurs when a model 

learns noise or irrelevant patterns from the training data, leading to poor performance on unseen data. 

Likewise, this stage enhances the interpretability of predictive models by focusing on a subset of relevant 

features that are easier to understand and interpret. Models with fewer features are more transparent and 

intuitive, allowing stakeholders, such as educators, policymakers, and administrators, to gain insights into 

the factors influencing academic performance and make informed decisions based on the model’s 

predictions. Finally, feature selection improves the computational efficiency of predictive modeling by 

reducing the computational burden associated with training and evaluating models on high-dimensional 

datasets. Selecting a subset of relevant features reduces the number of calculations required for model 

training, evaluation, and inference, leading to faster model training times and lower computational costs. 

 

TABLE VII. Feature Selection Methodologies. 
 

Feature Selection Methodology Article Reference 

Correlation-Based Attribute 
[30], [35], [42], [46], [49], [59], [71], [80], [90], [91], 

[93], [94] 

Gain Ratio-Based Attribute [29], [39], [43], [46], [49], [73], [91] 

Chi – squared [39], [45], [53], [66] 

Minimum Redundancy Maximum Relevance [31], [43], [54], [95] 

Dimensionality Reduction [42], [63], [70], [88], [96] 

Cross-Validation [59], [67], [70], [80], [84] 

Manual [33], [50], [61] 

Others [36], [56], [64]. [65], [75], [76], [89] 

 

As been noticed approximately 50% of the surveyed papers performed feature selection process. Different  

approaches but most of these methods are based on Filter Methods which includes statistical measures in 

rank correlation coefficient as in the Correlation-Based Attribute and Chi-squared, Information Gain and 

Gain Ratio to rank the features based on their ability to reduce uncertainty about the target variable as in the 

Gain Ratio-Based Attribute. Table VII list the identified feature selection methodologies in the surveyed 

papers. 
 

E. What prediction techniques were employed? 
 

Predicting students’ performance using EDM and ML involves the analysis of educational data to uncover 
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patterns and make predictions about student outcomes. Three prediction categories where identified 

Classification Algorithms, Clustering Algorithms and Regression Algorithms. Classification techniques are 

widely used to predict whether a student will pass or fail a course or achieve a specific performance level.  

Common classification algorithms include decision trees, logistic regression, support vector machines, and 

random forests. Clustering techniques are used to group students with similar learning behaviors or profiles. 

These groups can then be analyzed to understand common characteristics that influence performance. K- 

Means clustering and hierarchical clustering are often applied in EDM. Finally, Discovery techniques are 

used to predict and model continuous variables related to student performance. Table VIII, presents many of 

these techniques and the obtained accuracy when applied to this field. 
 

TABLE VIII. General Machine Learning Prediction Categories 
 

Approach Article Reference 

 
Prediction and 

Classification 

[23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [35], [36], [37], [38],[39], 

[40], [41], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [58], 

[59], [60], [62], [63], [65], [65], [66], [67], [70], [71], [73], [74], [76], [77], [78], [79], 

[80], [81], [83], [84], [85], [86], [87], [88], [89], [90], [91], [93], [94], [95], [96] 

Clustering [50], [72], [78], [82], [88] 

Knowledge 

Discovery 
[34], [42], [56], [57], [61], [69], [75], [92] 

 

As it can be inferred from table VIII that the EDM research often focuses on student performance 

classification since it provides predictive analysis through the understanding patterns in student data, 

educators can predict future performance. Also classifying students based on their academic performance, 

educators can provide personalized learning plans, adaptive resources, and targeted interventions. 

Furthermore, the classification can identify which concepts students struggle with the most, enabling 

educators to refine and improve teaching materials and instructional strategies can inform decisions about 

curriculum design, teacher training, and educational standards. Finally, classifying students based on their 

academic performance, educators can implement targeted interventions such as extra tutoring, mentoring 

programs, or counseling services. 
 

In the majority of articles reviewed, multiple algorithms were employed. To organize the researchers’ 

approaches, we categorized the algorithms into various approaches, including Decision Trees, Naive Bayes, 

K-Nearest Neighbor, Logistic Regression, Neural Networks, Support Vector Machine, Deep Learning and 

Other Methods. Table IX and figure 7 provide an overview of the frequencies of the measurement tools 

utilized. Notably, accuracy emerged as the most commonly employed evaluation tool. 
 

TABLE IX. Commonly Used Machine Learning Techniques. 
 

Technique Article Reference 

 
Decision Tree 

[23], [24], [25], [27], [28], [29], [31], [33], [35], [36], [37], [38], [39], [43], [44], [45], 

[46], [47], [48], [49], [51], [52], [57], [59], [62], [63], [64], [67], [69], [71], [73], [74], 

[76], [78], [79], [80], [84], [85], [87], [89], [90], [91], [92], [93], [95] 

K-Nearest 

Neighbor 

[24], [43], [46], [57], [59], [62], [63], [64], [67], [69], [70], [71], [73], [76], [78], [80], 

[83], [87], [89], [95], [96] 

Naive Bayes 
[24], [28], [29], [30], [31], [33], [38], [44], [46], [47], [50], [51], [55], [57], [67], [69], 

[70], [73], [74], [76], [78], [83], [85], [86], [91], [92], [93], [94], [96] 

Neural Network 
[24], [29], [33], [38], [43], [44], [51], [56], [57], [60], [62], [70], [71], [72], [73], [80], 

[91], [95] 
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Random Forest 
[28], [38], [40], [42], [43], [44], [51], [56], [67], [69], [71], [76], [83], [85], [86], [88], 

[89]. [90], [91], [92], [93], [94], [95] 

Rule-Based [24], [26], [92] 

Support Vector 

Machine 

[29], [36], [41], [43], [44], [51], [53], [57], [59], [60], [61], [67], [69], [70], [71], [76], 

[80], [83], [85], [86], [87], [88], [89], [90], [95] 

Deep Learning [58], [65], [67] 

Bayesian Network [24], [30] 

Linear Regression [31], [32], [43], [54], [61], [62], [69], [70], [71], [79], [89], [95], [96] 

Logistic 

Regression 
[46], [51], [56], [60], [83], [86] 

K-Means [50], [72], [82] 

Others 
[33], [34], [42], [43], [52], [56], [59], [66], [70], [71], [75], [76], [77], [80], [81], [87], 

[88], [90], [92], [94], [95], [96] 
 

A notable prevalence of Decision Tree algorithms was observed, nearly 62% utilized this technique in their 

analysis. This high occurrence can be attributed to both the method’s widespread adoption and the 

abundance of algorithms accessible in commonly used tools like Python and WEKA. Decision Tree 

algorithms constituted the predominant choice due to their demonstrated high accuracy. Within this 

category, various algorithms such as C4.5, ID3, CART, Random Trees, among others, offer researchers a 

diverse array of approaches to select from, often within the same article. Bayesian algorithms, specifically 

Naive Bayes, were also widely used because of the simplicity, efficiency, scalability, and competitive 

classification performance of Naive Bayes make it a popular choice in educational data mining, where the 

focus is often on analyzing large and complex datasets to support decision-making and improve educational 

outcomes. The Support Vector Machine achieved a score of around 34%. This result aligns with the 

perspective of numerous experts in the field who consider this technique advantageous due to its reputed 

high accuracy, resilience against overfitting, adaptable kernel functions, suitability for small sample sizes,  

interpretability, capacity to handle irrelevant features, and broad applicability, rendering Support Vector 

Machines a favored choice in educational data mining endeavors 
 

 

 

Fig. 7. Distribution of Prediction Techniques 
 

F. What metrics are employed to assess the efficacy of prediction techniques? 
 

When using ML techniques to predict students’ academic performance, several performance measures are 

commonly employed to assess the accuracy and effectiveness of predictive models. These metrics are 
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essential for evaluating the performance of machine learning techniques because they provide quantitative 

assessment, serve as benchmarks for comparison, offer insights into model behavior, identify strengths and 

weaknesses, guide model selection and tuning, support decision-making, and facilitate communication of 

results. In Table X, you can observe the metrics employed for assessing the effectiveness of prediction 

models. These metrics offer insights into whether the model under development aligns closely with real- 

world data. Various metrics have been employed by authors across different studies, with Accuracy (59%), 

Precision (47.3%), Recall (50%) and F-Measure (39.1%) being the most widely favored metric. This is 

primarily because it facilitates the evaluation of predictive model quality. Additionally, other frequently 

utilized metrics such as Mean Absolute Error, Area under the Curve, ROC Area and others are also used in a 

number of investigations. 

 

DISCUSSION AND CONCLUSIONS 
 
EDM stands out as a sophisticated and highly efficient approach for analyzing large volumes of educational 

data. Among the various research areas within EDM, predicting students’ academic performance emerges as 

a predominant focus. It can be stated that huge amount of the studies in the EDM domain are dedicated to 

this particular aspect. Our survey delves into the analysis of 74 studies conducted over the past eight years,  

which have employed EDM techniques to forecast students’ performance. This survey aims to furnish 

researchers in this field with a comprehensive understanding and practical guidance. We systematically 

examine the process of constructing predictive models for students’ performance using EDM methodology. 

This involves a thorough discussion and comparison of the EDM techniques employed in the key stages of 

previous studies. Furthermore, seven research questions have been investigated individually and underscore 

the principal findings for each one. 
 

TABLE X. Commonly Used Metrics. 
 

Technique Article Reference 

 
Accuracy 

[24], [26], [31], [33], [36], [38], [39], [40], [41], [42], [44], [47], [48], [50], [53], [56], 

[57], [59], [62], [63], [67], [69], [70], [71], [72], [73], [75], [76], [77], [78], [80], [82], 

[85], [86], [87], [89], [90], [91], [92], [93], [94], [96] 

 
Precision 

[24], [26],[27], [30], [31], [35], [40], [43], [47], [48], [51], [55], [56], [57], [59], [62], 

[63], [69], [70], [73], [74], [75], [78], [80], [82], [83], [86], [87], [88], [89], [90], [91], 

[92], [95], [96] 

 
Recall 

[24], [25], [26], [27], [28], [30], [31], [35], [40]. [43], [47], [48], [49], [51], [55], [56], 

[57], [59], [62], [63], [70], [73], [74], [78], [80], [82], [83], [86], [87], [88], [89], [90], 

[91], [92], [93], [95], [96] 

F-Measure 
[24], [28], [29], [31], [40], [43], [48], [49], [51], [55], [56], [57], [59], [63], [69], [70], 

[73], [74], [76], [80], [82], [83], [87], [88], [92], [93], [94], [95], [96] 

Mean Absolute 

Error 
[24], [52], [54], [65], [66], [90] 

ROC Area [27], [51]. [59], [77], [80], [92], [93] 

Sensitivity [41], [50], [53] 

Specificity [41], [50] 

Area Under the 

Curve 
[46], [52], [63], [70], [77], [83], [87], [91], [96] 

Root Mean 

Squared Error 
[52], [53], [54], [65], [69], [90], [91] 

Confusion Matrix [23], [28], [62], [63], [65], [69] 
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Accuracy 

[24], [26], [31], [33], [36], [38], [39], [40], [41], [42], [44], [47], [48], [50], [53], [56], 

[57], [59], [62], [63], [67], [69], [70], [71], [72], [73], [75], [76], [77], [78], [80], [82], 

[85], [86], [87], [89], [90], [91], [92], [93], [94], [96] 

other [61], [65], [66], [67], [69], [73], [77], [81], [87], [90], [92], [93] 
 

Throughout the development of prediction models, researchers have identified four critical issues and two 

general criticisms with various methodologies from EDM and ML, the outline of the critical concluding 

issues are summarized here: 
 

1) Since the KDD methodology is highly adopted in EDM application, SIS and LMS would most certainly 

serve as valuable data sources when employing KDD as an EDM methodology for several reasons. Firstly, 

these systems contain comprehensive and diverse datasets encompassing student demographics, academic 

performance, attendance records, and learning activities. This rich pool of data provides a holistic view of 

student behavior and performance, facilitating in-depth analysis and pattern recognition. Secondly, SIS and 

LMS data are typically well-structured and standardized, this will simplify the preprocessing and feature 

extraction stages of the KDD process. Additionally, the availability of historical data in these systems 

enables longitudinal studies and trend analysis, enhancing the predictive capabilities of the EDM models.  

Lastly, the widespread adoption of SIS and LMS across educational institutions ensures the accessibility and 

scalability of data, allowing researchers to conduct large-scale analyses and derive meaningful insights to 

support decision-making and improve educational outcomes. 

 

2) Software and programming tools play a crucial role in predicting student academic performance through 

EDM for several reasons. Firstly, these tools facilitate data preprocessing and transformation, allowing 

researchers to clean, normalize, and aggregate heterogeneous data from various sources such as Student 

Information Systems (SIS) and Learning Management Systems (LMS). Effective preprocessing is essential 

for ensuring data quality and consistency, which directly impacts the accuracy and reliability of predictive 

models. Secondly, software and programming tools provide a platform for implementing and testing 

different machine learning algorithms and data mining techniques. Researchers can experiment with a wide 

range of algorithms to identify the most suitable approaches for predicting student academic performance. In 

conclusion, these tools offer flexibility and scalability, enabling researchers to analyze large datasets 

efficiently and iteratively refine their models based on performance metrics and domain knowledge. 

Furthermore, software and programming tools support the interpretation and visualization of model results, 

allowing researchers to gain insights into the underlying factors influencing student performance. 

Visualizations such as feature importance plots, decision trees, and confusion matrices help elucidate the 

relationships between input variables and academic outcomes, aiding educators in identifying at-risk 

students and implementing targeted interventions. These tools enable researchers to harness the power of 

data to develop accurate and actionable insights that can inform educational practices and improve student 

outcomes. 

 

3) Specifying an objective is essential for guiding the EDM process, ensuring relevance and alignment with 

stakeholders’ needs, facilitating evaluation and validation, optimizing resource allocation, and promoting 

ethical conduct in predicting student academic performance. It should be noted that the features or attributes 

used in predicting student academic performance through EDM vary based on the specific objective, 

contextual considerations, data availability, model complexity, and stakeholder input. Researchers must  

carefully consider these factors when selecting features to ensure that prediction models are effective, 

interpretable, and actionable in addressing the intended objectives. It should be emphasized that in the 

prediction of students’ academic performance a high volume of data is essential for developing accurate, 

reliable, and generalizable predictive models in educational data mining. It allows researchers to capture the 

complexity of student behavior, represent diverse features, train and evaluate models effectively, address 

data imbalances, and handle variability inherent in educational datasets. Another aspect in this critical issue 
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is related to data preprocessing. Data preprocessing is essential when predicting student academic 

performance using educational data mining because it improves data quality, enhances model performance, 

ensures algorithm compatibility, and enhances interpretability. These preprocessing steps are crucial for 

obtaining accurate and reliable predictions that can inform educational decision-making and support student 

success. The final aspect in this category is related to feature selection. Feature selection is essential when 

predicting students’ academic performance using educational data mining because it helps reduce 

dimensionality, improve model performance, enhance interpretability, optimize resource efficiency, and 

enhance robustness and generalization. These benefits ultimately contribute to the development of more 

accurate, efficient, and actionable predictive models that support student success in education. 

 

4) Selecting the appropriate machine learning method for forecasting students’ academic achievements 

through EDM involves considering numerous factors, such as the particular problem at hand, the attributes 

of the data, the need for interpretability, and the considerations for generalization. Given the intricate and 

diverse nature of educational data and the multifaceted task of predicting academic performance, it’s 

difficult for a specific machine learning technique to universally outperform others across all scenarios and 

settings. The optimal choice of technique typically hinges on the specific attributes of the dataset, the 

intricacies of the prediction task, and the interpretive demands of educational stakeholders. Rather than 

striving for a single superior technique, researchers and practitioners often explore a spectrum of methods 

and strategies, capitalizing on their respective strengths and trade-offs to construct effective predictive 

models tailored to unique educational contexts and objectives. It is found that the majority of researchers 

employ supervised classification algorithms from the realm of machine learning to construct prediction 

models. Among these algorithms, commonly utilized ones include Decision Trees, Naive Bayes, Neural 

Networks, Random Forests, Support Vector Machines, K-Nearest Neighbors, and others. As been stated that 

there was a significant prevalence of Decision Tree algorithms, with approximately 62% of researchers 

utilizing this technique in their analyses. This high frequency can be attributed to both the method’s 

widespread adoption and the availability of numerous algorithms within commonly used tools, furthermore, 

Decision Tree algorithms were the primary choice due to their proven high accuracy. Finally, as it has been 

stated Metrics play a crucial role in evaluating the effectiveness and performance of machine learning 

models. These metrics provide quantitative measures that help assess how well a model is performing 

relative to the desired outcomes. Importantly, metrics provide insights into various aspects of a model’s 

performance, including its accuracy, precision, recall, F1-score, and more, depending on the specific task 

and objectives. These metrics allow practitioners to gauge the model’s ability to correctly classify instances,  

identify false positives and false negatives, and strike a balance between different evaluation criteria. 

Moreover, metrics enable comparisons between different models or variations of the same model, aiding in 

the selection of the most suitable approach for a particular problem. They also help in identifying potential 

areas for improvement and fine-tuning the model parameters or features. 

 

5) While notable advancements have been made by researchers in this domain, there remain, many 

limitations and large improvement spaces still exist. Firstly, researchers predominantly employ EDM 

methods directly derived from the fields of DM or ML, without tailoring or optimizing these techniques to 

suit the unique characteristics of educational data and the prediction of students’ performance. Secondly, 

scant attention is paid to the interpretability of prediction models, resulting in a lack of clarity in the 

prediction process. Consequently, educators face challenges in discerning the factors significantly 

influencing students’ academic performance, rendering the prediction results dubious. Thirdly, there exists a 

necessity for enhancing the quality of data utilized for training prediction models. Specifically, researchers 

ought to gather a more extensive dataset comprising historical academic data from diverse student 

populations, while also standardizing dataset parameters. 

 

Overall, this review has identified a rich collection of analysis methods as well as a predominant focus on 

tertiary education. A limited application of data mining methods has been found to support educational 
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policy-making and institutional decision-making. We believe that the development of research aimed at 

their own application in the daily teaching process but also in support of decision making at the level of 

educational policy, should be an alternative. Internal feedback with successful examples of using different  

algorithms and techniques in the long run, without practical application, can lead to the scientific field 

withering away. 
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