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ABSTRACT  

The rise of digital communication via hand phone and Internet has led to the widespread use of short-form 

words and abbreviations in text messaging. This trend poses challenges for data mining activities involving 

text processing and analysis, particularly in social media platforms where users employ a wide variety of 

abbreviations, slang, misspellings, and grammatical errors. To address this challenge, this study aimed to 

develop an algorithm for normalizing Malay noisy text using Levenshtein Distance (LD) and rule-based 

techniques. The LD is used to transform Malay spelling error words into their standard form, while rule-based 

techniques enhanced the conversion success rate for three categories of noisy term, namely slang, common 

Malay noisy text, and mixed language. The project was implemented using Python programming language, 

which demonstrated the effectiveness of the LD and rule-based techniques in normalizing noisy text in social 

media. The approach successfully normalized 80% of Malay noisy text into their standard text, which provides 

strong foundation for further study. Furthermore, this work open opportunities for introducing new approaches 

and rules to improve the normalization success rate, which can facilitate the analysis of text data in social 

media platforms. It is recommended that future studies focus on expanding the dataset and applying statistical 

validation methods to ensure the robustness and accuracy of the normalization model. 
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INTRODUCTION 

The high prevalence of abbreviations, slang, and misspellings in Malay social media text impedes the accuracy 

of data mining activities such as sentiment analysis. The educational gap lies in the lack of comprehensive 

algorithms to handle such noisy text effectively. In data mining activities, especially those involving text 

processing such as Natural Language Processing (NLP), the accuracy and standardization of the words are 

crucial. Non-standard words, such as abbreviations, misspellings, missing punctuation, and slang, are 

categorized as noisy text and are considered meaningless for processing. While the traditional way has been on 

removing noise entirely, some researchers have argued that certain types of noise can actually carry valuable 

information (Sharou et al., 2021). For instance, in sentiment analysis, the presence of punctuation patterns or 

emojis may convey important emotional cues that should not be overlooked. 

Current situation,  social media is rife with noisy text (Hani, Nashaat, & Ahmed, 2019) due to user’s tendency 

to use "text language" and abbreviate words, making it difficult to analyze the information. Different social 

media platforms have distinct features that have led to various writing styles among users (Hassan & Menezes, 

2013). For example, SMS expands the nature of message shortening to avoid keystrokes, Facebook and instant 

messaging focus on emotional expression, and Twitter combines SMS and Facebook’ features. These varying 
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genres of social media have resulted in diverse writing styles among social media users, such as repeating 

letters or punctuation for emphasis and emotional expression, exemplified by transforming of "good morning" 

to "goooood morniiing." 

Moreover, the widespread use of phonetic spelling reflects the local accents, such as "wuz up bro" instead of 

"what is up brother." In addition, users often eliminate vowels, as in "cm to c my luv" instead of "come to see 

my love." Users may also substitute numbers for letters, such as "4get" for "forget," "2morrow" for 

"tomorrow," or "b4" for "before," and even replace certain letters with phonetically similar ones, such as "fon" 

for "phone." Slang abbreviations that shorten multi-word expressions are also common, such as "LMS" for 

"like my status," "idk" for "I do not know," or "ROFL" for "rolling on floor laughing." 

Figure 1 shows examples of text communication on Twitter and Facebook. Misunderstandings are more likely 

to occur when users opt for abbreviated or otherwise non-standard forms of communication, sacrificing clarity 

for ease of use. Non-standard text often appears unfamiliar to machines and can lead to misinterpretation of the 

intended message, in fact it can also cause misunderstanding among humans. However, users believe that 

using non-standard text can speed up their typing and provide a convenient way to express their feelings 

through a keyboard.  

  

Figure 1: Example of communication in Twitter and Facebook 

As a result, a significant amount of social media text cannot be translated or may be misinterpreted leading to 

loss of information. Noisy words in text creates challenges for software or applications (Saloot, Idris, & 

Mahmud, 2014) attempting to extract the true meaning of the content, particularly in sentiment analysis of 

User Generated Content (UGC) (Han, Wang, Zhang, & Wang, 2020). Pre-processing noisy and standard text is 

fundamentally different since noisy text lacks of standard rules or patterns, whereas standard text follows the 

conventional language format. 
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Noisy text can be classified into several different types, namely incorrect abbreviations, incorrect spellings, 

nonstandard terminology, missing punctuation and use of slang's (Samsudin, Puteh, Razak, & Zakree, 2012). 

Additional types include false starts, repetitions, missing letter case information, pause-filling words, phonetic 

substitutions and unstructured grammar (Desai & Narvekar, 2015). Table 1 shows some types of noisy terms, 

and examples of commonly used noisy text on social media. 

Table 1: List of Common Malay Short-form and its Full Word 

 

Social media platforms are rife with these types noisy texts (as in Table 1), which poses significant challenges 

for text mining and natural language processing, as traditional algorithms struggle with the lack of 

standardization in these texts. While there has been research on text normalization, much of it has focused on 

English or other widely spoken languages. Therefore, this study addresses the challenge of noisy Malay text 

normalization in user-generated content on social media. The high prevalence of abbreviations, slang, and 

misspellings in Malay social media text impedes the accuracy of data mining activities such as sentiment 

analysis. The educational gap lies in the lack of comprehensive algorithms to handle such noisy text 

effectively. This study aims to (i) develop a hybrid algorithm using Levenshtein Distance and rule-based 

techniques for normalizing noisy Malay text and (ii) evaluate the algorithm's effectiveness in comparison to 

traditional normalization methods. The research questions are; how effective is the proposed algorithm in 

normalizing different types of Malay noisy text? Can combining rule-based techniques with LD improve the 

overall success rate? 

RELATED WORK 

Recent research has concentrated on improving text analysis by developing effective normalization techniques 

that maintain valuable information in noisy text. For example, Khan & Lee (2021) proposed a hybrid 

normalization technique to retain essential information in social media text rather than filtering it out. 

Lourentzou et al. (2019) stressed the significance of contextual information in text normalization and 

introduced a hybrid word-character attention-based encoder-decoder model for social media text 

normalization. 

Levenshtein Distance (LD) 

Levenshtein distance (or edit distance) is a metric that measures the similarity between two strings. It is named 

after the Soviet mathematician Vladimir Levenshtein (Yang, Zeng, Fu, & Luo, 2020), who introduced this 

concept in 1965. LD is commonly used in various applications such as spell checking (Santoso, Yuliawati, 

Shalahuddin, & Wibawa, 2019), search engine algorithms, machine translation (Po, 2020), and speech 

recognition (Contreras, Ayala, & Cruz, 2020). It is also employed in DNA sequencing and analysis, as well as 

in data mining and text data pre-processing tasks such as text normalization and text cleaning (Riza, Syaiful 

Anwar, Rahman, Abdullah, & Nazir, 2020). Additionally, LD can be used in similarity analysis applications, 

such as plagiarism detection and image analysis (Ounachad, 2020). 

https://rsisinternational.org/journals/ijriss/
https://rsisinternational.org/journals/ijriss/
http://www.rsisinternational.org/


INTERNATIONAL JOURNAL OF RESEARCH AND INNOVATION IN SOCIAL SCIENCE (IJRISS) 

ISSN No. 2454-6186 | DOI: 10.47772/IJRISS |Volume VIII Issue IX September 2024 

Page 1538 
www.rsisinternational.org 

 
 

    

 

The LD method is a popular technique used in text normalization (Bollmann, 2019). It measures the similarity 

between two strings by calculating the minimum number of operations required to transform one string into the 

other (Mehta, Salgond, Satra, & Sharma, 2021). These operations include insertion, deletion, and substitution 

of characters. For example, if the strings x='past' and y='past' are compared, the LD value will be 0 because no 

transformation is needed as the strings are already identical (LD (x,y) = 0). On the other hand, if x='past' is 

compared to y='last', the LD value will be 1 as only one substitution (replacing 'p' with 'l') is required to 

transform 'past' into 'last' (LD (x,y) = 1). The LD value increases with the degree of difference between the two 

strings. This implies that when strings are more different, the LD value will be greater, whereas when they are 

more similar, the LD value will be smaller. By using the LD method, text normalization can be achieved 

efficiently, ensuring that noisy and non-standard texts are converted into their standard forms for accurate 

processing and analysis. 

Rule-Based Technique 

Rule-based techniques are another way to normalize noisy text in social media (Chakraborty et al., 2020). 

These techniques rely on a set of pre-defined rules to transform noisy text into a standardized form. Rule-based 

techniques offer a structured and systematic way to identify and address common types of noise, such as 

spelling errors, grammatical mistakes, and formatting inconsistencies. Kaur & Singh (2020) developed a rule-

based Roman to Gurmukhi text normalization system, highlighting the challenge of capturing the noisy nature 

of data. Additionally, Tursun & Cakici (2017) utilized the noisy channel model method for normalizing non-

standard words in Uyghur text, showcasing the importance of analyzing large corpora of noisy and formal 

texts. By leveraging a set of predefined rules, these techniques can effectively clean and normalize text data, 

improving the overall quality and reliability of the input for downstream tasks. Some common rule-based 

techniques used for text normalization are: 

Look-Up Tables 

Look-up tables are pre-defined tables containing mappings between noisy text and its normalized form. These 

tables may include typical acronyms, abbreviation, slang terms, or typos that are frequently found on social 

media platforms. When the system encounters a noisy term, it looks up the term in the table and replaces it 

with the corresponding normalized form (Barman, Sarmah, & Sarma, 2020). 

Stemming 

It is a technique for reducing a word to its root form. For instance, "running" and "runner" can be stemmed to 

"run". This technique can help to increase the accuracy of text analysis and decrease the number of unique 

terms in a corpus of texts (Barman et al., 2020). 

Part-of-Speech Tagging 

It is a process of assigning a part of speech (noun, verb, adjective, etc.) to each word in a sentence (Li, Mao, & 

Wang, 2022). This approach can identify and correct grammatical mistakes in writing (Pham, 2020). 

Regular Expressions 

Regular expressions are patterns used to match character combinations in a string and manipulate text 

(Borsotti, Breveglieri, Crespi, & Morzenti, 2023). They are frequently used to remove unwanted characters, 

punctuation, or symbols from text (Topaz et al., 2019). For instance, a regular expression can replace all 

instances of an abbreviation and acronym with its full form. By specifying the pattern of the noisy text, it is 

possible to replace or remove the pattern using regex. Regular expressions can be very powerful and flexible, 

but they require knowledge of the specific patterns in the noisy text that need to be normalized. They can also 

be computationally expensive when dealing with large amounts of text. 

In conclusion, recent research in the field of noisy text normalization has focused on developing hybrid 

techniques, leveraging contextual information, and utilizing rule-based approaches to address the challenges 

posed by noisy text, particularly from sources like social media. 
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IMPLEMENTATION IN THIS STUDY 

This study employs a quantitative approach. It involves the collection and analysis of numerical data (the 

success rate of text normalization). The Levenshtein Distance and rule-based techniques were applied to a 

dataset of 1,000 Malay-language comments, and the success rate of normalization was measured 

quantitatively. A rule-based algorithm was employed to normalize noisy text that includes common Malay 

short-form words, mixed language, and slang. The primary rule served as a reference for common short-form 

words in Malay. If a noisy text was found in the list of common short-form words, it was replaced with its 

standard word. For instance, the short-form word 'tak' was replaced with its standard word 'tidak'. A total of 

130 common Malay short-form terms and their corresponding standard words from research articles and 

personal observations were compiled. Table 2 depicts the list of common Malay short-form words and their 

standard words. 

In addition, new rule-based algorithms were created to normalize northern (Kedah) slang and regional (Kuala 

Lumpur) slang. Typically, regional slang can be identified when a noisy text ends with the character ‘e’, such 

as ‘bile’, ‘mane’, ‘siape’, and ‘kite’. On the other hand, northern slang is usually identified when the noisy text 

ends with the character ‘q’, such as ‘lapaq’, ‘pasaq’, ‘bayaq’, and ’tawaq’. Noisy text that end with the 

character ‘e’ are replaced with the character ‘a’, while those that end with the character ‘q’ are replaced with 

the character ‘r’. 

Table 2: List of Common Malay Short-form and its Full Word 

 

Furthermore, two methods were proposed to normalize the text that mix English and Malay words. Based on 

our observations, such words can typically be identified when the English word ends with the character ‘la’ or 

‘nya’, for instance, ‘goodnya’, ‘seriusla’, ‘confidentnya’, and ‘todayla’. For the first method, the characters ‘la’ 

or ‘nya’ were removed to normalize the noisy text. The second method involved checking the noisy text 

against a list of mixed language words, and replacing it with its standard word. For example, the mixed 

language word ‘kompom’ is replaced with its standard word ‘confirm’. 

METHODOLOGY  

For the development, the Rapid Application Development (RAD) methodology was utilized. RAD emphasizes 

the rapid development of applications through frequent iterations and continuous feedback. Figure 2 illustrates 

the main phases involved in the RAD methodology. 
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Figure 2: Rapid Application Development (RAD) Phases 

During the initial phase (analysis and quick design), information pertaining to Malay noisy text was gathered 

through social media observation and reading of articles and journals. This information was used to compile a 

list of noisy text types and examples, which were stored in a database for comparison between standard and 

non-standard text. The identification and normalization process flow, as well as the main user interface, were 

also designed during this phase. In the subsequent phase (prototype cycle), a normalization application 

prototype was developed using the Python programming language. The prototype was then tested using 

selected test data to evaluate its initial performance. After several refinement processes, the prototype was 

deemed ready for full implementation. To abstract overall flow of the application, the system architecture is 

illustrated in Figure 3.  

 

Figure 3: System Architecture 

The architecture comprises three primary blocks. 

i. User Block: Includes the user, user input, and user output. In this block, the user inputs text or 

sentences and then clicks the normalize button. 

ii. Application Block: In this block, the input text or sentence is pre-processed and tokenized, 

breaking it down into individual tokens. Each token is identified as either standard text or noisy text 

using Levenshtein Distance (LD) and a list of standard Malay words from the database. Table 3 

shows a sample of noisy words compared to their standard words and the LD values. 

iii. Source Block: Contains the rules and a list of standard texts for comparison to determine whether 

the text is noisy or not. 
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Table 3: Standard Malay Dictionary Words, Noisy Words and LD Values 

 

Once all tokens are identified, the normalization process is executed, and a list of suggested standard texts is 

displayed on the user output screen as in Figure 4. 

 

Figure 4: The User Interface of the Application 

The user interface is designed to be user-friendly and intuitive, enabling users to easily input text, view 

normalization suggestions, and select the appropriate standardized text. The interface includes the following 

features: 

Text Input Field: Allows users to enter the text or sentences they want to normalize. 

Normalize Button: Users click this button to initiate the normalization process. 

Output Display: Shows the suggested normalized text. 

RESULT AND DISCUSSION  

Initially, 1000 comments from YouTube containing a mix of noisy and standard language were gathered. After 
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the data cleaning process, only 100 comments were chosen to test the application comprising 1216 words, 

including 701 (58%) standard texts and 515 (42%) noisy texts. 

The noisy texts were then normalized into standard text using the LD method. Of these, 228 were successfully 

normalized and 287 were not. The failures were due to the wide distance between the standard words. For 

example, the word ‘cane’ is a short form of ‘macam mana’ but, LD normalized it to ‘aneh’ because the 

distance from "cane" to "macam mana" is 7, while from "cane" to "aneh" it is only 2. However, when using 

LD combined with the rule-based normalization, 410 out of 515 noisy texts were correctly normalized, 

achieving 80% of success rate.  

The combination of several new rule-based algorithms with LD provides a significant improvement in 

normalization result. While LD can directly normalize certain types of noisy texts, such as spelling errors, 

many noisy texts require additional rule-based techniques to be accurately normalized into standard text. 

Figure 5 shows the comparison between the approach of using only LD and the method that combines LD with 

rule-based techniques. The results indicates that when the new rule-based are combined with the LD method, 

the performance improves significantly, achieving up to 80% accuracy compared to 44% when LD is used to 

normalize the noisy text.  

 

Figure 5: Comparison between Two Method 

In the analysis of our text normalization techniques, we observed that using LD alone resulted in an 

unsuccessful normalization rate of 56%. This suggests that while LD can be effective, it struggles with a 

significant proportion of noisy text cases. However, when we combined LD with a rule-based approach, the 

unsuccessful rate dropped significantly to 20%. This improvement indicates that integrating rule-based 

methods with LD can enhance the overall accuracy of text normalization, reducing the number of cases where 

the technique fails to normalize effectively. 

LIMITATION AND RECOMMENDATION 

The study addresses the challenges posed by noisy Malay text sourced from social media, which has been 

found to impede text processing and leads to erroneous results in text mining activities. However, the 

implementation of some rules is limited by the reference to a list of the 130 most common Malay short form 

words. More rules could be produced if more short form words are identified. The proposed slang rule is 

limited to the northern and regional slang in Malaysia. Given that this study covers only certain categories of 

Malay noisy texts. Further rules (regular expressions) could be incorporated to enhance the application in the 

future. Notably, the inclusion of rules for other regions like the east coast, south, or East Malaysia (Sabah and 

Sarawak), holds promise for future development of the proposed application. In addition, incorporating 

machine learning techniques, such as deep learning, to enhance the rule-based system's adaptability to new 

noisy text patterns and applying statistical validation techniques to future studies to further authenticate the 
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findings are also recommended. 

CONCLUSION 

Noisy text is a significant challenge that can lead to misunderstanding, information loss, and other issues, 

particularly in text mining activities. This problem is present in Malay text from social media, which is 

notoriously difficult to process due to the high prevalence of noisy text. This study focuses on identifying 

Malay noisy text using LD and developing an algorithm that utilizes multiple rules-based approaches to 

normalize common Malay noisy text into standard word. 

The proposed application was tested using 100 Malay-language comments on YouTube and achieved 80% of 

success rate. However, this project represents only a starting point, as numerous rules related to Malay noisy 

text that remain unexplored. Processing Malay text from social media is an arduous, given the abundance of 

noisy text, and further research in this area has significant potential to benefit the field of text processing. 
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