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ABSTRACT

Assessing students' assignments is essential as it reflects students' understanding and achievements. This study
evaluates the marking quality among lecturers at the Teacher Education Institute (IPG) using the Multi-Facet
Rasch Measurement (MFRM) model. Two hundred thirty-two students from the Postgraduate Diploma in
Education (PDPP) program submitted written assignments, which were assessed by experienced lecturers. The
analysis was conducted using FACETS 4.1.1 software, involving three main facets: candidates, raters, and
assessment criteria. The findings indicate that the instrument used is valid in terms of construct and meets
unidimensionality requirements. The reliability value of the raters was high (0.81), and the rater separation index
exceeded the set threshold (2.09), indicating stability in marks given by lecturers. However, two raters were
identified as showing misfit and overfit patterns respectively, suggesting inaccuracies in scoring. The Wright
map and unexpected response analysis also revealed differences in the severity among raters and potential bias.
These findings are valuable for the IPG in improving monitoring of inter-rater reliability and marking
consistency. This study also shows that MFRM can provide comprehensive information and contribute to
understanding the analysis of assessor consistency with quantitative evidence. MFRM is a suitable alternative
model to overcome the limitations of the Classical Test Theory (CTT) statistical model, especially in analyses
involving multiple raters.
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INTRODUCTION

During the assessment process, scoring is a fundamental component that directly reflects students' cognitive
performance, learning progression, and academic achievement. Particularly in open-ended tasks, the quality of
scoring plays a pivotal role in shaping not only the validity and reliability of the results but also students’
motivation and engagement. As such, the scoring process must be guided by precise criteria, applied with
fairness, and executed with consistency to ensure trustworthy inferences about student learning [1], [2].

Open-ended responses, is an effective way in capturing students’ higher-order thinking, present challenges due
to their subjective and multifaceted nature. Unlike multiple choice items, these tasks require evaluators to
interpret diverse modes of expression, thereby introducing ambiguity and potential bias. To address this,
educators employ various scoring approaches—holistic, analytic, and multi-trait—each offering distinct
advantages depending on the task’s learning goals [3], [4]. However, the effectiveness of these methods hinges
on the clarity of rubrics and the scorers’ judgment capacity.

Despite the availability of structured rubrics, scoring practices remain susceptible to rater-related distortions,
including severity, leniency, central tendency, and the halo effect. These effects are especially pronounced in
open-ended assessments, where subjective interpretation can overshadow objective evaluation [5], [6].
Moreover, extraneous variables such as students’ handwriting, language style, or perceived effort may further
contaminate scoring validity, raising critical concerns about fairness and accuracy [7].
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In Malaysian Teacher Education Institutes (IPG), moderation processes are employed to standardise assessment
judgments across lecturers. While moderation can reduce overt discrepancies, it lacks the psychometric precision
necessary to diagnose latent scoring inconsistencies. Furthermore, current moderation practices often do not
incorporate statistical modelling or systematic training that could enhance inter-rater reliability and provide
diagnostic feedback [8], [9].

Although psychometric models such as Rasch analysis have demonstrated utility in evaluating rater behaviour
and rubric functioning [10], [11], their application within the IPG context remains limited. The literature lacks
empirical investigations that systematically examine marking quality, rater bias, and score reliability among IPG
lecturers. Therefore, this study seeks to fill this gap by exploring the nature and extent of rater effects in the
assessment of open-ended student work, while also evaluating the potential of Rasch-based psychometric
approaches to enhance assessment fidelity and scoring consistency in teacher education.

Research Objective
Assess the validity and reliability of each facet.
Determine the level of severity of raters in evaluating student assignments.

Evaluate the impact of examiner bias in measuring student performance using the generated rubric.

LITERATURE REVIEW

Assessment is an integral component of educational systems, as it provides insights into students' achievement
levels and offers feedback to teachers regarding the effectiveness of their instructional methods. High-quality
assessment serves as the foundation for a fair and valid evaluation system. Nevertheless, issues of subjectivity
and inconsistency among assessors continue to pose significant challenges, particularly within teacher education
institutions (Institut Pendidikan Guru, IPG), which emphasise performance-based and authentic assessment. In
this context, the validity and reliability of marking heavily depend on transparency, consistency, and fairness in
the grading process [12], [13].

Assessment validity refers to the extent to which an assessment accurately measures the intended learning
outcomes [14]. In the context of IPGs, this validity can be bolstered by implementing explicit and
comprehensive scoring rubrics, alongside thorough training for raters. Nevertheless, empirical studies have
indicated that even with the application of rubrics, discrepancies in scoring among raters continue to exist,
especially in subjective evaluations like written tasks and oral presentations [15]. Such discrepancies
predominantly stem from variations in raters' experiences, linguistic proficiencies, and their understanding of
the rubrics utilised.

One critical issue closely linked to assessment reliability is rater bias, which occurs when raters exhibit scoring
patterns that deviate from established assessment criteria. This phenomenon is known as differential rater
functioning (DRF), where raters display varying degrees of strictness or leniency depending on the task type,
the student being assessed, or the assessment domain. Research by [16] demonstrates that rater bias can
significantly affect students' actual scores, thus compromising the fairness of assessments. Factors such as
experience and training also play significant roles. For instance, Sureeyatanapas et al. [17] found that
inexperienced raters displayed greater variability in strictness prior to training but became more consistent
following training interventions.

Furtehrmore, evidence indicates that raters tend to score domains perceived as difficult more leniently, while
rating domains they consider easy more strictly [18], [19]. This observation implies that evaluators'
interpretations of domain difficulty may shape their scoring behaviors, thereby influencing the transparency of
assessments. Additionally, evaluators might fall prey to the "halo effect,” where overall ratings are subject to
inflation or deflation based on preliminary general perceptions of student performance [20]. In this context,
superficial readings of rubrics devoid of comprehensive understanding have been recognized as a fundamental
factor contributing to scoring variability [21].
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Modern measurement approaches such as the Many-Facet Rasch Measurement (MFRM) model offer a
systematic and transparent framework to address these issues. MFRM allows for the analysis of interactions
between various facets of the assessment system, such as candidates, items, raters, and scoring criteria [22].
Unlike the basic Rasch model, which analyses only two facets (candidates and items), MFRM is more suitable
for polytomous scores and multi-raters' assessments. This model can identify rater severity or leniency and adjust
student scores to ensure fairness and reflect their actual abilities.

Through MFRM, the parameters of each facet are calibrated based on logits, enabling the analysis of rater
consistency, item difficulty, and the effectiveness of score categories in the rubric. The model also provides
statistics such as the separation reliability index and fit statistics to assess how well the data align with the model.
Additionally, MFRM generates fair scores, which are adjusted student scores that account for the influence of
rater bias, making the assessment more objective and credible [23], [24].

Previous studies demonstrated the effectiveness of MFRM across various evaluative frameworks. Elder et al.
[32] showed that instructional interventions can enhance the precision and uniformity of scoring. In a parallel
vein, the research conducted by Khabbazbashi et al. [33] concerning the CEFR assessment revealed that the
fairness of oral evaluations was augmented when raters received training informed by MFRM data. Furthermore,
within the realm of raters training, MFRM analysis is a tool for evaluating the effectiveness of assessment
rubrics, pinpointing additional training requirements, and refining overall grading methodologies.

In summary, findings from multiple studies emphasise the need for a systematic, fair, and transparent scoring
system within the context of teacher education institutions (IPG) and higher education. Variations in rater
strictness, unconscious biases, and challenges in interpreting rubrics have significant implications for the validity
and reliability of assessments. Therefore, using approaches like MFRM enhances the integrity of the assessment
system and contributes to developing professionalism among educators and raters.

RESEARCH METHODOLOGY
Research Design

Before conducting the actual study, a mapping of assessment elements was carried out to facilitate the Multi-
Facet Rasch Measurement (MFRM) analysis using FACET Minifac 64 software. In mapping the data for multi-
rater assessments, special attention must be given to the connectedness among the assessed facets to ensure a
comprehensive analysis of each facet element. Engelhard Jr et al. [13] noted several assessment designs suitable
for MFRM analysis, including a fully-crossed rating design, a linked rating design, and a disconnected rating
design.

In this study, the researcher selected a linked rating design. The linked design allows raters to assess only a
subset of candidates and items while maintaining data connectedness through a systematic network structure.
This method conserves resources and enhances assessment reliability through cross-rater comparisons. In this
study, three scripts were randomly selected for anchoring purpose. All lecturers marked their scripts to establish
connectedness within the assessment system. This approach ensures accurate and comprehensive analysis
without requiring all raters to evaluate every script. Table 1 shows how student scores were collected from raters
to ensure the existence of connectedness between each facet of the assessment.

Table 1: Assessment Mapping

Script Rater
1 2 3 4 5 6 7 8 9 10
Anchor 1 X X X X X X X X X X
Anchor 2 X X X X X X X X X X
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Anchor 3 X X X X X X X X X X
1-229 Each script was rated by one lecturer
Participant

This study involved 232 students who enrolled in the first semester of the Postgraduate Diploma in Education
Program (PDPP). Of this number, 65 participants were male and 167 participants were female. The participants
come from diverse academic backgrounds; however, they all share the goal of enhancing their understanding of
pedagogical concepts and their application in teaching and learning practices

Rater

This study involved 10 lecturers from IPGM Campus Tengku Ampuan Afzan (IPGM KTAA) as raters (three
male and seven female). All raters are lecturers with at least ten years of teaching experience. However, only 3
of them have specific experience teaching this subject. To ensure consistency in assessment, all raters were
provided with a clear scoring rubric and training to ensure that the evaluation process was consistent and fair.
The diversity in the raters' backgrounds provided a broader perspective in the assessment process, which
contributed to the effectiveness of this study in evaluating the understanding and application of pedagogical
concepts among the study participants.

Instrument

232 PDPP students were assigned to produce an academic writing of 1600 words within 27 days. This task
focused on how to design a meaningful learning plan. According to the established scoring rubric, the written
work will be assessed based on Cognitive Skills (30%) and Personal Skills (10%).

Script Collection and Marking

After 27 days, all scripts were collected from the students for the assessment process. Before the marking process
began, all raters attended a marking training session to ensure a consistent understanding of the assessment
criteria and to enhance the uniformity in scoring. Following this, three scripts were randomly selected as anchor
scripts and distributed to all raters for joint evaluation. Once this collaborative marking process was completed,
each rater evaluated the student scripts from their respective class based on the provided scoring rubric.

Data Analysis

This study employed Multi-Facet Rasch Measurement (MFRM) to assess the quality of lecturer marking. This
method was used to analyse regression patterns among raters who evaluated the students' writings, ensuring
fairness and reliability in the scoring process. Four main elements were analysed in this study using FACETS
Minifac Version 4.1.1 software. First, an unidimensionality test was applied to assess the construct validity and
the evaluated items. Second, the rater validity was analysed using Outfit Mean Square (MNSQ) in the Rater
Measurement Report to ensure consistency in the marking process. Third, a Wright Map analysis was conducted
to determine each rater's severity level or leniency in scoring. Finally, the Outlier Response element was used to
measure the potential bias in marking related to the quality of student writing.

RESEARCH FINDINGS
Unidimensionality

Before rater severity can be analysed comprehensively, the items used must be validated to ensure they
accurately measure the intended construct.
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Diagram 1: Unidimensionality

{

Count Mean 5.0.
Responses non-extreme estimable 504 3.80 0.65
Responses in one extreme score

A1 Responses

Count of measurable responses
Raw-score variance of cbservations
Variance explained by Rasch measures
Variance of residuals

14 5.00 0.00
518 3.83 0.67
518

0.421 100. 00%
0.245 58.27%
0.176 41.73%

The items in the student assignment assessment showed a variance explained by measure of 58.27%. This value
exceeds 40%, indicating that both domains meet the unidimensionality requirement and fall into the category of
good quality [27]. Furthermore, this value approaching 60% suggests an excellent level of unidimensionality.
Additionally, the obtained eigenvalue is 0.245, well below the threshold value of 3. This indicates that there are
no problematic items within the assessment instrument [27], [28]. Both data points confirm that the instrument
used is valid and meets the fundamental requirements of MFRM, thus enabling more accurate and data-driven
analysis of rater severity.

Rater Validity

Rater validity was conducted to determine the accuracy and efficiency of raters in evaluating student assignments
[29]. This statistic also provides information about the level of consistency among raters in ranking students
according to their abilities [5]. It assesses how well the ratings produced by the raters align with the expectations
of the measurement model [30] by analysing any gaps between observed scores and expected scores [31]. The
Infit MNSQ index plays a role in identifying the fit of the data to the model, particularly in detecting outliers in
the assessment [32]. Generally, MNSQ values within an acceptable range are between 0.50 and 1.50 [33].

Figure 2 shows the statistical measures for the rater facet, including the level of severity (measure), standard
error (SE) and the Infit and Outfit Mean Square (MNSQ) values. The level of rater severity refers to their
tendency to assign scores either more leniently or more strictly towards students [34]. In this study, the level of
rater severity ranged from -2.28 logits (SE = 0.28) for Rater 5, the most lenient, to 0.51 logits (SE = 0.34) for
Rater 7, the most severe. The standard error (SE) values indicate the precision of each estimate of severity, where
smaller SE values reflect higher measurement accuracy [33].

According to Eckes [45], there are two types of fit statistics: misfit and overfit. A fit statistic below 0.5 is
considered overfit, which indicates that the raters do not exhibit enough variation in their assessments.
Conversely, a fit statistic above 1.5 indicates misfit, or excessively high inconsistency [32]. Based on Figure 2,
it was found that Rater 8 was overfit (0.14). This suggests that this rater did not show enough variation in their
ratings. Rater 5, on the other hand, showed a misfit value (1.86). According to Eckes [46], misfit among raters
is more concerning than overfit because high-scoring inconsistency can undermine the assessment results'
reliability and validity.

Table 1 shows the scores produced by Rater 5 and Rater 8, who failed to mark student assignments consistently.
For example, the average score difference produced by Rater 5 is inconsistent. There was a slight score difference
for Student 206, only 0.32 (4.50-4.18), but a significant difference for Student 194, with a discrepancy of 0.86
(3.50-1.94). Rater 8, meanwhile, was observed to mostly use ratings of 3 and 4, with no extreme scale values
applied.

The findings of this study align with research by [2], who used MFRM to assess the marking quality of 164
teachers in evaluating English language oral exams. Of the 164 teachers, two were found to be misfit and two
overfit. This study also showed that misfit teachers tended to produce inconsistent marking patterns, as they
were at times stringent and at other times lenient. Overfit teachers exhibited a central tendency effect, using
mostly middle-range scale categories with no extreme scale values used in their ratings.
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174 a6 3.78 3.78 -.38 .31 1.3 . .99 .8 .98 .77 .80 63.8  63.7 99
188 58 3.76 3.78 -.38 .33 .55 -1.8 .54 -1.4 | 1.38 .86 .80 58.8 63.7 18 10
142 38 3.74 3.78 -.30 .32 .61 -2.8 .61 -1.8 1.85 .80 .78 59.3 63.7 33
229 56 4.89 3.80 .42 .33 .63 -1.9 .61 -1.2 1.32 .84 77 57.4 63.5 4 4
139 42 3.31 3.9 -.94 .29 1.32 1.2 2.2 3.1 .27 .51 77 59.3 #61.6 22
158 48 3.95 3.92 -1.18 .38 .8 = .96 .e l1.e4 .82 .81 44.4 60.7 11
202 54 3.74 aa11| -2.28 .28 3A31 6.1 | -.75 76 .73 | 37.6 50.7| 55
-------------------------------- B T e T T e T T
198.6 51.8  3.80 3.81 -.49 .32 .87 -.8 1.15 -.1 .79 Mean (Count: 18)
62.3 14.3 .21 .13 .75 .e3 .47 2.3 .96 3.1 .11 S.D. (Population)
65.7 15.1 .22 14 79 e3 e 2.5 1.81 3.3 .11 S.D. (Sample)

Model, Populn: RMSE .32 Adj (True) S.D. .67 Separation 2.89 Strata 3.11 Reliability (not inter-rater) .81
Model, Sample: RMSE .32 Adj (True) S.D. .72 Separation 2.22 Strata 3.38 Reliability (not inter-rater) .83
Model, Fixed (all same) chi-squared: 61.7 d.f.: 9 significance (probability): .@e

Model, Random (normal) chi-squared: 7.9 d.f.: 8 significance (probability): .44

Inter-Rater agreement opportunities: 27@ Exact agreements: 146 = 54.1% Expected: 166.9 = 61.8%

Figure 2: Rater Measurement Report (Fit Statistic)

Table 1: Example of Scores Produced by Misfit Rater (Rater 5) Exhibiting Contamination Effect and Central
Tendency Effect (Rater 8)

Rater | Student Item Average | Fair- Rater | Student Item Avrage | Fair-
marks | Average | | mark | Average
HP2 | HP9 HP2 | HP9

5 3 4 4 4.00 3.20 8 3 3 3 3.00 3.20
12 4 4 4.00 4.28 12 4 4 4.00 4.28

22 5 5 5.00 3.97 22 4 4 4.00 3.97

193 3 3 3.00 2.17 78 4 4 4.00 4.04

194 3 4 3.50 2.64 79 4 4 4.00 4.04

195 3 4 3.50 2.64 80 4 4 4.00 4.04

196 3 4 3.50 2.64 81 4 4 4.00 4.04

197 3 4 3.50 2.64 82 4 4 4.00 4.04

198 3 5 4.00 3.66 83 4 4 4.00 4.04

199 3 4 3.50 2.64 84 4 5 4.50 4.58

200 3 4 3.50 2.64 85 4 4 4.00 4.04

201 3 4 3.50 2.64 86 4 5 4.50 4.58

202 3 4 3.50 2.64 87 4 4 4.00 4.04

203 3 4 3.50 2.64 88 4 4 4.00 4.04

204 3 4 3.50 2.64 89 4 4 4.00 4.04

205 3 4 3.50 2.64 90 4 4 4.00 4.04
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206 4 5 4.50 4.18 91 4 4 4.00 4.04
207 3 3 3.00 2.17 92 4 4 4.00 4.04
208 3 4 3.50 2.64 93 4 4 4.00 4.04
209 3 5 4.00 3.66 94 4 4 4.00 4.04
210 3 5 4.00 3.66 95 4 4 4.00 4.04
211 3 5 4.00 3.66 96 4 4 4.00 4.04
212 3 5 4.00 3.66 97 4 4 4.00 4.04
213 3 4 3.50 2.64 43 4 4 4.00 4.04
214 4 5 4.50 4.18 44 4 4 4.00 4.04
215 3 4 3.50 2.64 45 4 5 4.50 4.58
216 3 5 4.00 3.66 46 4 4 4.00 4.04

47 4 4 4.00 4.04

48 4 4 4.00 4.04

49 4 4 4.00 4.04

50 4 4 4.00 4.04

51 4 4 4.00 4.04

52 4 4 4.00 4.04

53 4 4 4.00 4.04

53 4 4 4.00 4.04

54 4 4 4.00 4.04

55 4 4 4.00 4.04

56 4 4 4.00 4.04

57 4 4 4.00 4.04

58 4 4 4.00 4.04

59 4 4 4.00 4.04

Item Validity

Based on the statistical analysis, both domains in this study meet the requirements of the Rasch model and show
a high degree of fit. The Infit MNSQ values for both domains fall within the acceptable range (0.71-1.22), while
the Outfit MNSQ values range from 0.79 to 1.19. Additionally, the Outfit Zstd values for both domains are
within the 2.0 range. In terms of criterion difficulty, HP2 is the more difficult criterion (1.49 logits, SE = 0.16),
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compared to HP9 (-1.49 logits, SE = 0.13). The measurement accuracy can be determined based on the standard
error (SE) recorded in Figure 3. The standard error for both criteria falls within the range of 0.13 to 0.16,
indicating good precision. Therefore, it can be concluded that all assessed domains are appropriately valued and
align with the Rasch measurement model, thus supporting the instrument's validity.

e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e emee—eee—ese—eee—ee- +
| Total Total Obsvd Fair(M)| -  Model | Infit Qutfit  |Estim.| Correlation | |
| Score Count Average Average|Measure S.E. | MnSq ZStd MnSq ZStd |Discrm| PtMea PtExp | N Aitem |
[=-mmm e T gt W T e |
| 1002 259 3.87 3.91] 1.49 .16 | 1.22 2.3 1.34 2.8 79| .67 .72| 1 HP2 |
| 984 259 3.80 3.98 | -1.49 .13 | .71 -2.9 .74 -2.8|1.19| .88 .75| 2 HP9 |
[mmmmmemm e bom s bommm e SRS TSR bmmm e mmm s |
| 993.8 259.6 3.83 3.91| .ee .15 .% -.3 1.e4 .9 | | .74 | Mean (Count: 2) |
| 9.9 .8 .3 .81 | 1.49 .82 | .26 2.6 .30 2.9 | | .e7 | 5.D. (Population) |
| 12.7 .8 .5 .81 | 211 .82 | .36 3.7 .42 2.9 | | .89 | 5.D. (Sample) |
e E P L PP ] +

Model, Populn: RMSE .15 Adj (True) S.D. 1.48 Separation 18.15 Strata 13.86 Reliability .99
Model, Sample: RMSE .15 Adj (True) S.D. 2.18 Separation 14.39 Strata 19.51 Reliability 1.68
Model, Fixed (all same) chi-squared: 207.9 d.f.: 1 significance (probability): .ee

Figure 3: Item Measurement Report (Domain Statistic)
Reliability

The reliability of Rasch analysis can be evaluated using the separation index and the reliability index. The
separation index indicates how well the elements within each facet can be differentiated so that each facet is
clearly defined [37]. If the separation index exceeds 2, it is considered a good and acceptable value [38]. The
Rasch reliability index ranges from 0 to 1. A value approaching 1 indicates that the model is good and effective
with a high level of consistency [39].

Based on Figure 2, the reliability value for the raters is high, at 0.81. The rater separation index is also good, as
it exceeds 2, at 2.09. The significant value of p = 0.00 indicates that there is a significant difference in rater
severity. This shows that raters exhibit varying severity levels when assessing student assignments. The actual
percentage of rater agreement is 54.1%, which is not far from the expected percentage of rater agreement
(61.8%). This indicates that the assessments made by the experts are neither homogeneous nor perfect, but are
still considered good because they align with the expectations of the Rasch Model.

Wright Map

Figure 4 shows the Wright map, which illustrates the positioning of each facet involved in the analysis. The first
column represents the measurement scale in logits, followed by the second column indicating the distribution of
student ability levels. The third column displays the difficulty levels of the assessment criteria, while the fourth
reflects the severity levels of the raters. Finally, the fifth and sixth columns represent the rubric score scale. By
aligning these three facets—students, items, and raters—on the same measurement scale (expressed in logit
units), the quality of each facet can be analysed and compared on a standard metric.

Within the rater severity column, Rater 2 and Rater 1 were positioned closely together, indicating similar levels
of severity. Likewise, Raters 4, 9, 3, 10, 8, 6, and 7 form a distinct cluster, suggesting their severity levels are
also closely aligned. However, Rater 5 appears markedly lower than the others, indicating that this individual
was the most lenient in awarding scores. In contrast, Rater 7 is positioned at the highest point on the Wright
map, signifying that this rater exhibited the greatest severity among all raters.

Although differences in severity levels exist among the raters, the variation is not substantial, as eight of them
fall within the logit range of -1.0 to 1.0. According to Eckes [39], raters with severity estimates > 1.0 logits are
classified as severe, while those with < -1.0 logits are considered lenient. In this study, only two raters fall into
the lenient category: Rater 1 (-1.10 logits) and Rater 5 (-2.28 logits).
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Unexpected Responses

Unexpected responses in the Multi-Facet Rasch Model (MFRM) reveal discrepancies between observed and
expected scores, helping to identify rater bias or inconsistency. Analyzing these responses provides insights into
the fairness and adherence of raters to assessment criteria.

Based on Figure 5, there were 11 responses in which raters awarded lower-than-expected scores (under-value),
and 16 responses with higher-than-expected scores (over-value). Rater 5, in particular, exhibited thirteen
instances of unexpected or biased responses. This pattern suggests that Rater 5 encountered difficulties
interpreting and consistently applying the assessment rubric. An intervention in the form of retraining should
align this rater's perceptions and understanding of the construct being assessed, in accordance with the principles
of valid and reliable assessment.
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DISCUSSION

The findings of this study indicate that the data obtained are consistent with the Rasch Model. The constructed
assignment questions demonstrate strong unidimensionality, as evidenced by the percentage of variance
explained by the Rasch measures (58.26%). This suggests that the instrument functions effectively in measuring
students’ abilities. In terms of reliability, all relevant indices—including reliability index, strata, and
separation—show excellent values, reflecting stable measurement within the context of a multi-rater assessment.

These results demonstrate that the Multi-Facet Rasch Model (MFRM) enables a more comprehensive and in-
depth analysis of the validity and reliability of an assessment instrument or rubric, compared to traditional
approaches such as Classical Test Theory (CTT) [5]. A study by Abd Rahman et al. [21] employed the MFRM
to evaluate the validity and reliability of the Student Mathematical Process Rubric (ProM3), which was
developed based on 29 criteria across five dimensions. The assessment involved three key facets: student ability,
rater severity, and item difficulty. Their findings confirmed that the MFRM could accurately evaluate the
function of each facet within the assessment system. Furthermore, MFRM analysis provided comprehensive
diagnostic information to support the refinement of rubric design, particularly in assessing students’
mathematical processes. Thus, this approach enhances rubric quality and strengthens fairness and transparency
in criterion-referenced assessment.

One of the distinctive strengths of the MFRM lies in its capacity to generate person-centred statistics, including
those pertaining to raters, candidates, and assessment tasks. The MFRM successfully identified differences in
rater severity and leniency in the present study. This can be showed through the rater facet of the Wright Map,
illustrates differences in the logit measures of rater stringency. Overall, most raters were within a moderate range
and did not fall into the category of being excessively severe or lenient. However, two raters were identified as
displaying a tendency towards leniency in their scoring. These findings provide clear evidence of variation in
rater behaviour, thereby supporting the accuracy and utility of the MFRM in assessing inter-rater consistency.

This finding is consistent with previous research by Erguvan et al. [44], who reported that while raters tended to
apply rubrics consistently throughout the assessment of student assignments, they still differed in their levels of
severity and leniency. Moreover, raters were inclined to assign scores of 70 and 80 more frequently than other
score ranges, reflecting a possible central tendency effect. This phenomenon is often associated with raters’
reluctance to provide justification for awarding extreme scores—particularly in the context of high-stakes
assessment [41].

Another notable advantage of the MFRM is its ability to detect unexpected responses or biases among raters.
Overall, the study found that most raters performed their evaluations professionally. Regarding bias, the model
identified one rater—Rater 5—as exhibiting 13 biased interactions. Such bias further supports the finding that
rater severity is associated with score inaccuracy. Raters who tend to score more leniently were found to be less
precise in their judgements. Bias often arises when raters fail to give due attention to the established assessment
criteria for each aspect being evaluated, impairing their ability to assign scores objectively [42]. Mohd Zabidi et
al. [48] also identified subjective interpretation of rubric criteria as contributing to bias. To mitigate such biases,
it is recommended that regular rater training be conducted to minimise overly subjective assessment practices.

CONCLUSION

The findings of this study reveal variability in lecturers’ assessments, which may lead to dissatisfaction among
students, particularly when more severe raters assess them. The presence of unexpected responses and evidence
of bias further highlights the need for ongoing rater training to enhance consistency in assessment [40], [41].
These findings may also serve as valuable material in rater training programmes, fostering greater awareness
among assessors regarding their levels of severity and promoting alignment in assessment standards.

In addition, multi-rater analysis using the Multi-Facet Rasch Model (MFRM) offers a comprehensive overview
of rater consistency. MFRM can be utilised to identify and mitigate biased assessments, detect underperforming
raters, and uncover sources of bias in the evaluation process. Unlike Classical Test Theory (CTT), which
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primarily focuses on group-based statistics, MFRM provides more granular information regarding individual
rater tendencies and severity levels. This, in turn, contributes to strengthening assessment validity [42].

Furthermore, the study found that including more than two criteria (specifically HP2 and HP5) is essential for
achieving a broader distribution of item difficulty and measuring student ability more effectively. A limited
number of criteria may result in an imbalanced distribution within a narrow ability range. Therefore, expanding
the number of criteria is necessary to ensure a more even spread of item difficulty levels. This can be
accomplished by deconstructing the existing criteria into more specific and distinct subcomponents.

In addition, these findings underscore the importance of ongoing rater calibration and rubric refinement in
maintaining assessment validity. Visual representations such as Wright Maps and rater severity distributions
provide transparent evidence of how raters function within the measurement framework. Systematic rater
training—especially for criteria involving subjective judgement—can help reduce bias and improve shared
interpretation of rubrics [5]. The integration of both quantitative and qualitative rater feedback offers a more
holistic approach to improving rating quality and advancing fairness in performance-based assessment.
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