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ABSTRACT 

Using a novel machine learning framework, this study addresses water losses in urban water distribution 

networks. The focus is on the CatBoost classifier, which predicts leaks with 99.6% accuracy. Using a curated 

dataset and multiple ML algorithms, the study discovers important relationships that influence leak detection 

and increase operational efficiency. Despite challenges such as overfitting and limited data hindering broader 

applicability, the results highlight the need for diverse data and hybrid models. Future work aims to refine these 

models through real-world testing and assess their environmental and economic impacts. 

Keywords: component, CatBoost; Decision Tree, K- Nearest Neighbour, Naïve Bayes, Random Forest, Support 

Vector Machines. 

INTRODUCTION 

The growing human population, particularly in urban areas, poses increasing challenges in managing water 

distribution systems (WDNs) due to increased demand, necessitating more efficient water loss control. The main 

causes of water loss in these systems are leaks and burst pipes that occur between water treatment plants and 

distribution to consumers [1]. Water utilities responsible for maintaining WDNs face growing financial burdens 

due to the need to install new pipelines and maintain aging infrastructure [2]. These challenges are compounded 

by the high operational costs associated with pumping, treatment, and distribution, leading utilities to develop 

techniques to detect, locate, and repair leaks [3] more effectively. In fact, about a third of water utilities 

worldwide report that up to 40% of treated water is lost due to leaks [4]. WDNs consist of complex networks of 

often inaccessible underground pipes, making leak detection difficult. Traditional leak detection methods require 

frequent inspections by maintenance teams that do not allow for real- time monitoring, potentially resulting in 

significant economic losses and environmental damage if leaks go undetected [5]. 

This research has advanced efforts to improve leak detection in WDNs by improving the accuracy of detection 

through analysis of leak histories and hydraulic modeling parameters. This study solution includes the 

development and implementation of machine learning (ML). framework designed to improve the accuracy and 

efficiency of leak detection in WDNs. This ML approach uses a set of sophisticated algorithms to analyze data 

from leakages data distributed throughout the water network. This makes it possible to predict the level of each 

pipe that needs to be replaced as part of the rehabilitation plans to reduce NRW and maintain healthy WDNs. 

The paper contains the following sections: Section II provides a summary of the research conducted on this 

topic. Section III explains the data set, Section IV explains the methodology of the work, Section V examines 

the different algorithms, Section VI compares the results and results, and Section VII concludes and addresses 

future developments. 

RELATED WORKS 

Numerous scientists have written a wealth of articles, studies, and research papers on the topic of life expectancy. 
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One such study conducted by Liu et al. [6] presented a novel water pipe leak detection system that leverages 

both machine learning and wireless sensor networks to effectively detect leaks in water pipes. Your system 

integrates ZigBee and 4G technologies for robust signal capture and transmission. To improve the efficiency and 

lifespan of the system while saving energy, they implemented a leak-triggered network method. The core of their 

detection capability lies in the use of Empirical Mode Decomposition (EMD), Approximate Entropy (ApEn), 

Principal Component Analysis (PCA), and Support Vector Machines (SVM) to intelligently identify leak 

signatures. This approach demonstrated high effectiveness in simulations and field tests, achieving an impressive 

98% accuracy in leak classification. 

Similarly, Shravani et al. [7] developed an intelligent water management system that applies machine learning 

techniques to detect and predict leaks in piping systems. Their research highlighted the effectiveness of the 

Multi-Layer Perceptron (MLP) model, which notably performed with an accuracy of 94.47% and an F1 score of 

0.95, demonstrating its reliability in real-world applications. Further contributions to this field came from Alves 

Coelho, Glória, and Sebastião [8], who examined the use of various machine learning algorithms, including 

random forest, decision trees, neural networks, support vector machines (SVM), and XGBoost. Their results 

showed that Random Forest consistently outperformed other models in various scenarios, achieving almost 75% 

accuracy. This study highlights the potential of machine learning to improve the predictive capabilities and 

operational efficiency of leak detection systems. Furthermore, Ebisi et al. [9] addressed the critical issue of 

minimizing non-revenue water (NRW) losses through the use of Internet of Things (IoT) monitoring devices 

and artificial intelligence (AI). Her research focused on a realistically sized IoT-enabled water transmission 

system to perform simulated leak tests in complex, underground pipelines typical of industrial infrastructure and 

smart cities. The study tested three anomaly detection methods: Isolation Forest (iForest), Support Vector 

Classification (SVC), and a deep learning model using Recurrent Neural Networks-Long Short-Term Memory 

(RNN- LSTM). These models achieved accuracies of 83.3%, 94.4% and 83.3%, respectively, demonstrating the 

potential of these technologies to significantly improve the detection and management of water leaks. 

The previous analysis shows that a large number of scientists have already conducted research on this topic. A 

maximum precision of 98% was achieved in their respective works. Predicting leaks more accurately allows us 

to anticipate the problem more effectively than if the prediction were less accurate. It is plausible that the 

previous researchers encountered null values or erroneous data, which may have affected their ability to produce 

a better result. In contrast, we carefully examine and process our dataset before implementing ML techniques, 

which is responsible for our superior results. 

DATASET 

A comprehensive dataset on leaks in the Al Khoudh Six Water Network was collected by NWS in 2022 and 

2023. The dataset includes 29 common features and a total of 1607 observations, it consists of detailed records 

of customer and internal leak reports and includes data points such as complaint ID, reporting channel (e.g. 

mobile app, call center), detection method, and a range hydraulic parameter as listed in Table 1: 

Table1: Leakages Dataset 
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METHODOLOGY 

After examining the dataset, all attributes were selected based on their completeness and absence of null values. 

Correlation matrices were used to improve the model by identifying and removing correlated variables. The 

dataset divided to the size of 70% for train set and 30% for test set with random state to avoid shuffling of 

datasets. The data was then graphically visualized and various machine learning algorithms were applied, 

including Naive Bayes (NB), Artificial Neural Networks (ANN), Decision Trees (DT), Support Vector Machines 

(SVM), k-Nearest Neighbors (KNN), and Random Forest (RF) and CatBoost. This approach helped determine 

the most effective water leak detection algorithm. Finally, compression was performed between the classifiers 

to determine the most efficient machine learning techniques for our application. 

 

Figure.1. The Flow chart of the methodology used in this research. 

MACHINE LEARNING TECHNIQUES 

To build the leakage prediction model, the common machine-learning techniques were used as follows: 

Random Forset (RF) 

The RF technique, a form of supervised ML, is widely used for classification and regression tasks. This approach 

involves using multiple decision trees to generate an output, hence the name “Random Forest” [10]. However, 

it has certain limitations when applied to large data sets as it can be computationally intensive and requires more 

resources than other algorithms. Additionally, overfitting can occur when there is noisy data or datasets with 

numerous irrelevant features. Another challenge is the difficulty of understanding the results. In Figureure (2) 

The predicted outcomes are indicated in the confusion matrix that the total numbers of true forecasts are 1406, 

while the number of incorrect forecasts is 201. It has a training accuracy of 96.5% and testing accuracy of 88.6%. 

In addition, it has an AUC score of 99.5% and precision of 96.5%. recall of 96.5%, and F1-score of 96.5%. 
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Figure.2. Confusion matrix and ROC plot of RF model. 

B.Naive Bayes (NB) 

The NB classifier is a type of probabilistic classifier based on Naive Bayes theorem. Its predictive ability depends 

heavily on the assumption of strong independence between features. This property has made it a popular choice 

in the field of medical science and disease diagnosis, where it has performed well [11]. The predicted results of 

the NB model are shown in Figureure (3). The model produces 1052 correct predictions and 555 incorrect 

predictions, with LR models performing worse than this model in comparison. NB has a training accuracy of 

66.5% and a testing accuracy of 66.2%. It also provides a test AUC score, precision, recall and F1 score of 

73.9%, 67.1%, 66.5% and 66.3%, respectively. 

      

Figure.3. Confusion matrix and ROC plot of NB model. 

Artificial Neural Network (ANN) 

The algorithm consists of interconnected nodes or neurons, with the output of one node used as input to another 

node. Each node receives multiple inputs and generates a single output. The multilayer perceptron is a commonly 

used form of ANN and consists of node layers with an input layer and one or more hidden layers and finally an 

output layer. [12] The number of neurons present in each layer can vary depending on the circumstances. 

Figureure (4) shows the prediction of ANN. The predicted results are given in the confusion matrix, so the total 

number of true predictions is 1065 while the number of false predictions is 542. The training accuracy is 72.3% 

and the testing accuracy is 66.8%. Furthermore, it has an AUC value of 99.5% and the rest of the performance 

results are consistent with the accuracy value. 
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Figure. 4. Confusion matrix and ROC plot of NN model. 

Support Vector Machine (SVM) 

SVM is a highly effective discriminative classifier that uses a decision boundary or hyperplane to distinguish 

between different class labels. The SVM approach identifies the optimal hyperplane from a set of possible 

options. The ideal hyperplane is determined by maximizing the margin on both sides of the decision boundary. 

The edge refers to the absence of any data points between the hyperplane and the edge [13]. Figureure (5) shows 

the result of the final model SVM. The training accuracy is 58.4% and the testing accuracy is 58.2%, which is 

close to the accuracy of ANN. The AUC score, precision and F1 score are 58.1%, 60.2% and 57.2%, respectively. 

 

Figure. 5. Confusion matrix and ROC plot of SVM model. 

K-Nearest Neighbor (KNN) 

The KNN algorithm is used to predict the classification of a novel instance by determining the majority vote of 

its nearest neighbors based on the Euclidean distance calculated for each attribute [14]. Nevertheless, the 

accuracy of the model can be influenced by the choice of distance metric used to calculate nearest neighbors. 

Figureure (6) shows the prediction of KNN. The number of true predictions is 868 while the number of false 

predictions is 739. The training accuracy of this model is 57% and the testing accuracy is 54.3%. It has an AUC 

test value of 58.7%. In addition, a precision of 57%, a recall of 57%, and an F1 score of 56.9%. 
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Figure.6. Confusion matrix and ROC plot of KNN model. 

Cat Boost 

CatBoost is a gradient boosting technique for decision trees developed by engineers and researchers at Yandex 

and is available as an open source tool. Its effective use in a variety of areas, including search, recommendation 

systems, personal assistants, self-driving vehicles, weather forecasting and other Yandex-related operations, as 

well as other companies such as CERN, Cloudflare and Careem Taxi, is a testament to its adaptability. The tool 

is freely accessible to anyone interested. CatBoost has two key advantages: unlike other ML methods, it delivers 

produces cutting edge results without the need for extensive data training, and it provides excellent out-of-the-

box support for many of the more complex data formats commonly found in business environments [15]. 

Figureure (7) shows the CatBoost classifier. The number of accurate predictions is 1600 while the number of 

inaccurate predictions is 7, which is the highest value compared to previous models. This model has a training 

accuracy of 99.6% and a testing accuracy of 97.1%. The AUC score is 100%, the recall is 99.6% and the F1 

score is 99.6%. 

        

Figure.7. Confusion matrix and ROC plot of CatBoost model. 

Logistic Regression (LR) 

LR is another well-known probabilistic statistical model for solving classification problems. Probabilities are 

usually calculated using a logistic function commonly known as a sigmoid function. The LR hypothesis tends 

to limit the function to values between 0 and 1. (Tolles and Meurer, 2016). This classifier evaluates the 

relationship between a categorical dependent variable and one or more independent factors in a data set. The 
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dependent variable is the class of target values for the prediction. Figureure (8) shows the prediction of LR. The 

predicted results are displayed in a confusion matrix and the calculated performance of the model has also been 

illustrated. The total number of accurate predictions is 804, while the total number of incorrect predictions is 

803. The training accuracy is 51.4% and the testing accuracy is 51.2%. Furthermore, it has a test AUC score, 

precision, recall and F1 score of 46.6%, 26.4%, 51.4% and 34.9%, respectively. 

 

 

Figure.8. Confusion matrix and ROC plot of LR model. 

AdaBoost 

Adaboost is one of several ensemble-expanding methods. It collects multiple classifiers to improve their 

accuracy. Figureure (9) shows Ada's prediction. The predicted results are shown in the confusion matrix, where 

the total number of accurate predictions is 1596 while the number of incorrect predictions is 11. The training 

accuracy is 99.3% and the testing accuracy is 94.6%. The AUC value of 99.3% and other performance results 

are consistent with the accuracy value. 

 

 

Figure. 9. Confusion matrix and ROC plot of Ada model. 

Integrating a machine learning-based model to predict leakage settings requires developing a robust and 

accurate model, incorporating it into water operations, training non-revenue water teams in its use, reduces the 

impact on the health of the water drinking network. A study published in Sweden has shown that an ML leak 

prediction model is highly accurate and can be integrated into the practice of the Non-Revenue Water team to 
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help water utilities identify leaks and high-risk WDNs for rehabilitation plans. 

RESULT AND ANALYSIS 

This section displays the results of the Naive Bayes, RF, KNN, SVM, ANN, LR, Decision Tree, Adaboost, and 

CatBoost algorithms. The parameters used to evaluate the analysis of the algorithm were accuracy score, 

precision, recall and F-1. 

The confusion matrix represents a summary of the predictions in matrix form and indicates the number of correct 

and incorrect predictions for each class. This made it easier to identify classes that were incorrectly classified as 

another class and the appropriate formulas were used accordingly. The matrix includes the following metrics. 

TP as a leakage has been detected with a high-risk condition. TN as a negative report No leakages were detected 

with a High-risk condition. FP as positive report leakages was detected with a Low-risk condition. FN as a 

negative report that No leakages was detected with a Low-risk condition. As shown in Table (2). 

Table 2: Confusion Matrix Results 

 

The algorithm with the highest accuracy usually produces more accurate results. Table (3) shows the 

accuracy of each method. 

Table 3: Model Accuracy 

No Classifier Accuracy 

1 Logistic Regression 51.40% 

2 kNN 57.00% 

3 SVM 58.40% 

4 Naive Bayes 66.50% 

5 ANN 72.30% 

6 Random Forest 96.50% 

7 AdaBoost 99.30% 

8 Cat Boosting 99.60% 

The CatBoost algorithm has demonstrated superior performance compared to other algorithms, achieving an 

accuracy score of 99.6%. The accuracy metric is derived from the features extracted from the datasets, and 

improvements to both the datasets and computational tools can lead to further improvements in accuracy. The 
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selection of the optimal algorithm for prediction is based on the accuracy values generated by the algorithms. 

Figureure (10) shows the accuracy graph for eight ML techniques. 

 

Figure. 10. ML accuracy comparison 

PREDICTION MODEL 

According to the previous ML Figureure (10), we can see that the highest accuracy is Cat Boost with 99.6% and 

the lowest is LR with 51.4% accuracy. As a result of the prediction model Table (4), we can see that the high 

risk has the highest value is J-87539 with count 54 and the lowest is J- 85215. On the other hand, the highest 

low risk value is J-87176 with count 2 and the lowest is J- 86597. 

Table 4: Prediction results via CatBoost classifier. 

 

The rehabilitation strategy should follow a descending order of risk and ensure that resources are allocated to 

the most vulnerable sections first, thereby significantly reducing the potential for catastrophic failures. 

Incorporating this targeted approach into this research will ensure that the most critical areas of the network are 
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modernized in a timely manner, thereby improving the overall resilience and efficiency of the water distribution 

system. As shown in Figureure (11). 

 

Figure.11. AOI Distribution Network Risk. 

CONCLUSION 

The critical global problem of water loss in distribution networks proposes a shift from reactive to predictive 

leak detection using advanced data analytics and machine learning (ML). With a focus on efficiency and 

sustainability [16], the study analyzes various ML algorithms and identifies as a highlight the 99.6 percent 

accuracy of the CatBoost classifier in predicting leaks. The resulting predictive model organizes the network 

into risk-based sections, guiding prioritized remediation and maintenance. This strategy improves the 

operational process, limits potential water losses, and extends the life of the infrastructure. Ultimately, the 

approach offers water suppliers the opportunity to reduce water losses non- revenue water (NRW), reduce 

operating costs and support sustainable water management. 

FINDINGS AND LEARNINGS 

This study highlights the utility of machine learning in improving water leak detection in water distribution 

networks (WDNs), with the CatBoost classifier achieving a remarkable accuracy of 99.6%. Data exploration and 

analysis highlighted the impact of understanding variable interrelationships such as pressure and demand 

patterns on leak risks and promoted improved data- driven management strategies. The research focuses on 

strategic resource allocation in high-risk areas to improve water conservation and infrastructure durability. 

Additionally, it addresses challenges such as model overfitting, which affects generalization to new data, and 

emphasizes the importance of rigorous model selection and validation. The adaptability and scalability of models 

are also highlighted as crucial for application in different WDN contexts, supporting the study's alignment with 

global sustainability goals and reducing environmental impacts in WDN operations. 

LIMITATION AND RECOMMENDATION FOR FUTURE RESEARCH 

While the present study is groundbreaking in its approach to integrating machine learning for water loss 

management, it acknowledges certain limitations. Overwhelmingly, it was anchored on a finite data set that, 
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while detailed, may not capture the full variability of global water distribution systems. There was also a risk 

of overfitting the model, potentially limiting the wider application of the results. Furthermore, the retrospective 

nature of the analysis may not accurately predict future leaks, particularly as infrastructure and environmental 

contexts change. Given these limitations, future research avenues emerge. Expanding the datasets to a wider 

variety of WDNs would improve the robustness and applicability of the models. Leveraging real-time data 

streams by integrating IoT technologies could improve models' responsiveness to live network changes. 

Exploring hybrid machine learning models could also uncover sophisticated patterns in data that surpass the 

predictive power of singular algorithm frameworks. Ensuring the generalizability of the model remains 

paramount, requiring rigorous validation processes and research into transfer learning techniques. Furthermore, 

a comprehensive environmental impact assessment along with a cost-benefit analysis would provide a 

comprehensive understanding of the economic and environmental aspects of Machine Learning deployment in 

water distribution networks. As ML solutions eventually carve out a niche in public utilities, the ethical and 

governance implications must be carefully considered to ensure that such automated systems operate with 

transparency and accountability and maintain public trust. By considering these aspects, subsequent research can 

strengthen the link between technology and water resource management and advance the evolution of water 

systems toward greater resilience and sustainability. 
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