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ABSTRACT 

Agriculture is a vital component of the Nigerian economy. The sector is a major source of employment for a 

large number of Nigerians. Maize is a widely planted crop and consumed in Nigeria, especially in the 

northern part of the country, with many poor families relying on it as the major source of carbohydrates. 

Therefore, sufficient provision of the crop is very vital, and prediction of the yield is very essential for 

proper planning in case of crop failure. This research developed three machine learning models for 

predicting maize yield using Random Tree, Random Forest and Neural Networks. The work made use of 

maize yield data from an experimental farm of Federal University Dutsin-ma, Katsina state. From the 

performance evaluation of the models, the Random Tree model demonstrated better performance than other 

models. It achieved the lowest MAE, RMSE, RAE, and RRSE values of 0.093, 0.096, 19.7%, and 19.2% 

respectively. This result indicates a lower error rate and a higher accuracy of almost 80% in predicting the 

numerical value of the weight of the maize yield. It is recommended that the model here be used to predict 

future maize yield in the state for proper planning and to ensure food security for the people of the state who 

are major maize consumers. 

 

INTRODUCTION 

Agriculture is a critical component of Nigeria’s economy. The sector is a major source of employment for a 

large number of Nigerians (Cedric et al., 2022; Ebele & Emodi, 2016) and is also considered vital to many 

world economies (Tandzi & Mutengwa, 2020). While a good number of Nigerians engage in other forms of 

agriculture like fish farming and animal husbandry, crop production is by far the largest form of agriculture 

being practiced in the country (National Bureau of Statistics (NBS), 2018); therefore, failures of crop yield 

affect household incomes and the nation’s food security. The recent food inflation which has led to negative 

responses from the citizens evidenced by protests in various major cities of Nigeria underscores the 

importance of food security. As successive governments strive to improve internal food production, maize is 

considered a crop to focus on due to its wide usage for industrial and human consumption (Falade & 

Labaeka, 2020). 

Nigeria is considered the largest producer of maize in Africa, with yields estimated to be 2.2 tons per 

hectare (Falade & Labaeka, 2020). Maize is a widely planted crop and consumed in Nigeria, especially in 

the northern part of the country, with many poor families relying on it as the major source of carbohydrates 

in their diets (Adamgbe & Ujoh, 2013; Wossen et al., 2023). Therefore, sufficient provision of the crop is 

very vital and prediction of the yield is essential for proper planning in case of crop failure (Akinbile et al., 

2020; Edeh & Eboh, 2011; Jiya et al., 2023; Oluwaseyi et al., 2016; Tiamiyu et al., 2015). Maize yield 

prediction is influenced by several complex and interacting factors that make it a difficult challenge to 

address (Khaki & Wang, 2019). This challenge has resulted in several approaches by many researchers to
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develop actionable maize yield prediction models. 

Maize prediction models rely on several methods like subjective judgment by extension workers or counting 

of grains from samples of the cobs (Tandzi & Mutengwa, 2020), while some methods use process or data- 

driven methods(Badmus et al., 2011; Chang et al., 2020). Some works (Kumar et al., 2022; Tandzi & 

Mutengwa, 2020) used formulas to calculate the yield as stated below in equations 1 to 3: 

Yield = average number of yield ×average gain weight per cob (1) 

Yield (kg/ha) = [(number of kernel rows per ear × number of ears per m2 

/100)×(weight of 1000-kernel(g)/1000)×10,000] (2) 

Yield(t ha-1)=a*NDVIm-b (3) 

where, NDVIm = Seasonal maximum NDVI of maize crop, a = 32.37, b = 17.61 

These formulas directly measure or estimate maize yield from crop parameters. However, there is no single 

formula or agreement on the parameters of the independent variables for maize yield estimations. The 

common features appear to be the estimations of yield directly from plant properties without the 

consideration of environment variables. 

Machine learning models, which move away from direct mathematical formulae are another approach by 

some authors. These models which rely on experimental or historical data and machine learning algorithms 

to develop yield prediction are reputed for their high accuracy. The works of Paula et al., (2020) used the 

random forest algorithm to predict maize crop yield with a rank-based approach. The study used a dataset 

composed of 33 Vegetation indices extracted from multi-spectral UAV imagery with a result of a Mean 

Absolute Error of 0.78. 

Oiganji et al., (2016) developed a maize yield model using grain yield using the AquaCrop model, the plant 

biomass and the plant water were used as inputs to the model. The model achieved 86% prediction accuracy. 

Chang et al., (2020) developed a maize yield prediction model from the daily biomass dataset of maize 

plants. The data was directly taken from the experimental maize farms. The result of the performance 

evaluation of the work was 7.16. Khaki and Wang, (2019) used ANN to design a model to predict maize 

yield from a dataset of 2,267 maize records. The model recorded an accuracy of 12% RMSE and 50% of the 

standard deviation. 

A study of the prediction of multiple crop yield was conducted by (Paudel et al., 2021) using Gradient 

Boosting, Support Vector Regression (SVR), and k-Nearest Neighbour models. The input features for the 

prediction models were a combination of weather, remote, and soil data. 

With the current challenges and the drive to increase domestic production of maize to meet consumption 

and industrial usage, it is essential to develop maize yield prediction models based on the plant’s features. 

This allows for predictions based on the plant rather than external environmental variables. Using multiple 

machine learning models to help stakeholders make proper estimates of farm output(Westerveld et al., 

2021).This work primarily used data from farms in Katsina state. The state is located in the northwest region 

of Nigeria, with a short duration of rainfall and unfavourable climatic conditions (Ebenezer, 2015). 

Therefore, there is a need for household food security planning that can be driven by accurate models. 
 

METHODOLOGY 

This paper adopted a data mining methodology to develop a maize yield prediction model. The steps in the 

methodology include collection of data from the farm, preprocessing of the collected data, and development 

of the model using machine learning accuracy checks. 
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Data Source and Attributes 

The study location is Katsina state in northern western Nigeria, and the plant data was collected from the 

Federal University Dutsin-Ma farm while the environmental data was collected from the Ministry of 

Agriculture for a single year. The data collected from different plots of the farm in the year 2023 farming 

season has the following attributes: plant height (cm), plant stem diameter (mm), leaf area (cm2), number of 

leaves, number of harvested maize, grains weight (kg), average number of grains/cob, number of seed in 

row, 100 seed weight (g), cob diameter (mm), cob length (cm), dry plant weight (g), and weight of harvested 

maize (kg). 

Features Selection 

The key to having an accurate model is the selection of proper attributes that will accurately model the 

system. To improve the accuracy of our model, this work used all the plant attributes earlier introduced, this 

was done to improve accuracy beyond the works of (Kumar et al., 2022; Tandzi & Mutengwa, 2020) that 

used on two or three attributes. Tables 1 and 2 show a sample of the data. 

Table 1: sample of the data 

 

Table 2: sample of the data 

 

Data Preprocessing 

The initial data had the weight of the harvested maize measured in grams; therefore, further processing was 

performed to convert the data to kilograms to aid model development. The data was divided into 75% for 

training and 25% for testing. 

Algorithms 

The research utilised three machine learning algorithms for the yield prediction. These included Random 

Forest (RF), Random Trees (RT), and Artificial Neural Network (ANN). 

RT is a variant of tree-based algorithms and data structure. the RT formation began by constructing several 

subtrees. The subtrees are formed by randomly sampling the input data and using it as the features or nodes 

(Gupta et al., 2016). The general theory is that each tree has a probability of being sampled. 

The Random Forest algorithm is a tree-based technique that generates prediction trees using the attributes of 

the systems being modelled (Guo et al., 2016). This technique uses random sampling of the entire dataset to 

generate numerous subtrees which are further merged as the final solution. 
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ANN is a computing algorithm which excels in processing large volumes of data and providing graphic-like 

connections between the various components of a system. This element of Neural networks was a concept 

directly modelled from the pattern that the human brain uses to process data (Alanazi et al., 2021; He et al., 

2018; Okewu et al., 2019). 

ANN consists of nodes which receive input and a processing layer that sums up the input to produce the 

output. All the nodes are connected using weighted edges. Though several topologies of ANN exist, 

however, all the topologies have 3 basic layers which map input to output to find patterns in the training 

data. 

Metrics for Performance Evaluation 

For each of the model developed in this paper, their accuracy or performance evaluation was done using 

Root Mean Square Error (RMSE), Root-Relative Square Error (RRSE), Root Absolute Error (RAE) and 

Mean Absolute Error (MAE) to assess their efficacy. Some of the errors can be mathematically expressed as 

follows: 

 

𝑀𝐴𝐸 = 1
𝑛∑ |𝑦𝑗 − ŷ𝑗|

𝑛
𝑗=1

⁄           (1) 

𝑅𝑀𝑆𝐸 = √1 𝑛∑ (𝑦𝑖 − ŷ𝑖)2
𝑛
𝑖=1

⁄           (2) 

 

RESULT AND DISCUSSION 

This section provides the output from various maize yield prediction models developed. Figures 1 and 2 

below are the graphical representations of two of the predictive maize yield models. 

Figure 1: Random Tree Maize Yield model 
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Figure 2: ANN Maize Yield Model 
 

Figure 1 represents the maize yield forecasted using RT algorithm. The model uses various nodes for stem 

height, leaf size, number of leaves, number of harvested maize, weight of the grains and other essential 

parameters from the plant to predict the weight of harvested maize. The parameters are used as the leaves of 

the tree. Also, the ANN model in Figure 2 uses various nodes of the stem height, leaf size, number of leaves, 

number of harvested maize, weight of the grains and other essential parameters from the plant to predict the 

weight of harvested maize. In the case of ANN, the parameters form the input nodes of the ANN 

Model Accuracy Measure 

Three models were developed in this research, Table 3 provides a summary of all the models with their 

various accuracy measures. 

Table 3: Error measure of the models 
 

 MAE RMSE RAE RRSE 

ANN 0.3 0.33 63.75% 67.29% 

RF 0.15 0.17 33.05% 35.3% 

RT 0.093 0.096 19.7% 19.2% 

The accuracy metrics MAE, RMSE, RAE, and RRSE were used to evaluate the prediction models 

performances in predicting the values of yield output of maize. 

From Table 1, ANN shows model error values in terms of MAE, RMSE, RAE and RRSE values as 0.3, 

0.33, 63.75%, and 67.29% respectively. RF shows model error values in terms of MAE, RMSE, RAE and 

RRSE values as 0.15, 0.17, 33.05%, and 35.3% respectively. The last model RT shows values of MAE, 

RMSE, RAE and RRSE as 0.093, 0.096, 19.7%, and 19.2%. 

Discussion of Result 

This research investigated the capacities of three machine learning algorithms to predict maize yield based 

on plant features. The developed models were each evaluated based on performance metrics of  MAE, 
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RMSE, RAE, and RRSE. From the analysis of the metrics, RT demonstrated better performance than the 

other model results. It achieved the lowest MAE, RMSE, RAE, and RRSE values of 0.093, 0.096, 19.7%, 

and 19.2% respectively. This result indicates a lower error rate and a higher accuracy of almost 80% in 

predicting the numerical value of the weight of the maize yield. The RF model follows closely by having 

performance results with MAE, RMSE, RAE, and RRSE values of RF 0.15, 0.17, 33.05%, and 35.3% 

respectively. Though the error rate is higher than that of RF, the result of 35.3% RRSE shows that the model 

is still reliable. ANN performed with, MAE, RMSE, RAE, and RRSE values of RF 0.3, 0.33, 63.75%, 

67.29% respectively. This result shows that ANN has a higher error rate in RRSE of 67.29%, showing a 

result of poor performance in predicting maize yield using parameters from the plant. 

The general interpretation of the performance evaluation of the models suggests RT and RF are able to 

predict maize yield with more than 70% accuracy and therefore are better models than for predicting maize 

yield. The evaluation of the ANN model suggests that neural network models are too weak to be used for 

the prediction of maize yield in this case. 

In comparison with the work of Paula et al., (2020) which developed a model for maize yield prediction 

using RF, the model in this research performed better with lower error, MAE of 0.15 as against 0.78. 

 

CONCLUSION 

This paper developed three machine learning models for predicting maize yield using Random Tree, 

Random Forest and Neural Networks. From the performance evaluation of the models, the Random Tree 

model demonstrated better performance than other models. It achieved the lowest MAE, RMSE, RAE, and 

RRSE values of 0.093, 0.096, 19.7%, and 19.2% respectively. This result indicates a lower error rate but a 

higher accuracy of almost 80% in predicting the numerical value of the weight of the maize yield. It is 

recommended that the model be used to predict future maize yield in the state for proper planning and to 

ensure food security for the people of the state who are major maize consumers. 
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