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ABSTRACT

One of the most prevalent disorders is skin disease. Skin disorders are difficult to classify because of their
complex classifications, early-stage symptoms that are quite similar, and highly imbalanced lesion samples.
Simultaneously, given a small amount of data, a single trustworthy convolutional neural network model has
poor generalization capacity, insufficient feature extraction capability, and low classification accuracy. Thus,
based on model fusion, we suggested a classification model based on YOLO for the categorization of skin
diseases in this research. A computer vision model in the You Only Look Once (YOLO) family is called
YOLO. YOLO is frequently utilized for object detection. YOLO is available in four primary variants, with
increasing accuracy rates: small (s), medium (m), large (l), and extra large (x). The training time for each
version varies as well.
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INTRODUCTION

A serious global public health issue that impacts a lot of people is skin disease (Karimkhani et al., 2017). Many
skin illnesses have different symptoms, and it takes time for those symptoms to change. The majority of
individuals frequently ignore changes in their skin symptoms, which can have serious repercussions like
permanent skin damage and an increased risk of skin cancer (Leiter, U. et al. 2014). It is also difficult for the
average person to identify the type of skin condition with the naked eye. Furthermore, morbidity and death
from skin cancer can be reduced with early therapy (Baumann, B.C. et al., 2020).

Furthermore, deep learning has quickly become the recommended technique for medical image analysis as a
result of its rapid progress (Litjens, G. et al., 2017; Abdulrahman, A.A. et al., 2020). Although, deep learning
exhibits superior generalization ability and increased robustness when compared to other classification
techniques (Rashid, T. et al., 2022). Convolutional neural networks are currently among the most popular and
representative models for deep learning (Liu, W. et al. 2017; Pouyanfar, S. et al., 2018). Medical image
classification has advanced significantly, and it is now widely employed in various facets of medical image
analysis (Ker, J. et al., 2017; Anwar, S.M. et al., 2018).

With this combination, the sensitivity score on the ISIC2017 (Codella, N.C. et al., 2017) dataset was enhanced
to 91.6% when compared to the baseline model. Other than that, it outperformed the baseline model by 4.7%
with an accuracy of 93.7% on the HAM10000 (Tschandl, P. et al., 2018) dataset. FixCaps is a capsule network
approach that was proposed by Lan. et al. (Lan, Z. et al., 2022). With a wider receptive domain, it is an
enhanced convolutional neural network model built on CapsNets (Sabour, S. et al., 2017). It functions by
applying a large, high-performance kernel at the bottom convolutional layer, with a kernel size of up to 31 xx
31. Simultaneously, an attention mechanism was implemented to mitigate the loss of spatial information
resulting from convolution and pooling. The HAM10000 dataset demonstrated an accuracy of 96.49% and a
f1-score of 86.36%.

Both the FixCaps and IRV2-SA models perform brilliantly in terms of classification accuracy. They perform
unsatisfactorily in classifications with little individual sample data, and they do not meet all other standards for
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classification performance evaluation. Improving their classification accuracy is hampered by the large
imbalance of lesion samples and the paucity of imaging data available for skin illnesses.

By simultaneously identifying and classifying skin lesions in a single, quick pass, YOLO tackles the
difficulties in skin disease classification in this study, allowing for real-time analysis that is essential for
clinical and mobile applications. Low inter-class variance is lessened by its efficient use of bounding boxes to
isolate the region of concern, which lessens the effect of background noise and increases emphasis on the
lesion itself. YOLO's end-to-end architecture streamlines the pipeline by doing away with the requirement for
independent segmentation or cropping phases, and its compatibility with data augmentation increases its
resilience against high intra-class variance and class imbalance.

However, by integrating detection and classification into a single, effective framework that can precisely
pinpoint lesions and function in real time, YOLO addresses the difficulties associated with classifying skin
diseases. It helps isolate the region of concern by drawing bounding boxes around impacted areas, which
lessens confusion brought on by background noise or similar-looking situations. Data augmentation strategies
also help YOLO manage patient appearance variances and enhance generalization. YOLO is ideally suited for
applications like teledermatology or mobile diagnostics where accuracy and speed are crucial because it
concentrates on lesion-specific regions and provides quick inference.

Furthermore, the complex classifications of skin illnesses and the early parallels in their symptoms complicate
the model classification. At the same time, a single reliable network model tested with limited data has a weak
generalization capacity and insufficient feature extraction capability.

Accurate classification with great precision is still a challenge. Data augmentation, or increasing the model's
ability to extract features, is a popular study strategy for resolving the problems of small sample sizes and class
imbalance.

Related work:

Many CNN models have been investigated for the classification of skin diseases, and some of these models
have demonstrated excellent classification performance. The pertinent published work of a few researchers in
the field of image classification for skin diseases is summarized below.

Several reputable multi-class CNN models have been proposed by researchers. Mobiny et al. (Mobiny, A. et
al., 2019) described The Bayesian DenseNet-169, an approximate risk-aware deep Bayesian model, generates
an assessment of model uncertainty without requiring the addition of new parameters or a major modification
to the network topology. It improved the underlying DenseNet169 (Huang, G. et al.,, 2017) model's
classification accuracy on the HAM10000 dataset from 81.35% to 83.59%. An interpretability-based CNN
model is put forth by Wang et al. (Wang, S.; et al., 2021). In order to diagnose skin lesions, this multi-class
classification model uses patient metadata and pictures of the lesions as input. Its accuracy and sensitivity on
the HAM10000 dataset were 95.1% and 83.5%, respectively.

Allugunti et al. (Allugunti, V.R. et al., 2022) developed a multi-class CNN model to diagnose skin cancer. A
differentiation between lesion maligna, superficial spreading, and nodular melanoma is made in the suggested
model. This makes it possible to identify the virus early and to begin the treatment and isolation process as
soon as possible to prevent the infection from spreading. The Xception (Chollet, F. 2017) model was altered by
Anand et al. (Anand, V. et al., 2022) by include layers like a dropout layer, two thick layers, and a pooling
layer. Seven kinds of skin diseases were added to the original fully connected (FC) layer in a new FC layer. On
the HAM10000 dataset, its classification accuracy was 96.40%.

Using ensemble learning to increase the model's classification accuracy is another useful strategy. For the
purpose of classifying skin lesions, Thurnhofer-Hemsi et al. (Thurnhofer-Hemsi, K. et al., 2021) suggested an
ensemble made up of enhanced CNNSs in conjunction with a regularly spaced test-time-shifting method. It uses
a shift technique to build up several test input images, which are then delivered to each classifier in the
ensemble. Finally, it combines all of the outputs for classification. On the HAM10000 dataset, its classification
accuracy was 83.6%.
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An attention module can be added to a model to improve its capacity for extracting features, which will
improve the model's performance in classification. When Karthik et al. (Karthik, R. et al., 2022) substituted an
Efficient Channel Attention (Wang, Q. et al., 2020) block for the conventional Squeeze-and-Excite (Hu, J.;
Shen, L. et. al., 2018) block in the EfficientNetV2 (Tan, M.; Le, Q. 2021) model, the overall number of
training parameters decreased dramatically. In four different categories of skin disease datasets—acne, actinic
keratosis, melanoma, and psoriasis—the test accuracy of the model was 84.70%.

The accuracy of image categorization can be improved by using image processing techniques such
segmentation, equalization, enhancement, and conversion. An enhanced data augmentation model is suggested
by Abayomi-Alli et al. (Abayomi-Alli, O.0. et al., 2021) for the successful identification of melanoma skin
cancer. To develop synthetic melanoma pictures, the method relied on oversampling data embedded in a
nonlinear low-dimensional manifold. On the PH2 (Mendonca, T. et al., 2013) dataset, it obtained accuracy,
sensitivity, specificity, and fl1-score of 92.18%, 80.77%, 95.1%, and 80.84%, respectively.

Hoang et al.'s (Hoang, L.; Lee, S.-H. et al., 2022) novel method of categorizing skin lesions makes use of a
new segmentation strategy and wide-ShuffleNet. It initially separates the lesion from the surrounding area by
computing an entropy-based weighted sum first-order cumulative moment (EW-FCM) of the skin image.
Following segmentation, a unique deep learning structure known as wide-ShuffleNet is used to classify the
data. It achieved specificity, sensitivity, precision, fl-score, accuracy, and 76.15%, 72.61%, and 84.80%,
respectively, on the HAM10000 dataset.

Malibari et al. (Malibari, A.A. et al., 2022) proposed an ideal Deep-Neural-Network-Driven Computer-Aided
Diagnosis Model for their skin cancer detection and classification model. The model mostly uses a U-Net
segmentation technique after a Wiener-filtering-based pre-processing step. The model's highest accuracy was
99.90%.

Nawaz et al. (Nawaz, M. et al., 2022) presented an enhanced Deep Learning-based technique, the DenseNet77-
based UNET model. Their tests proved the model's dependability and its capacity to recognize skin lesions of
various hues and sizes. On the ISIC2017 [11] and ISIC2018 (Codella, N. et al., 2019) datasets, it achieved an
accuracy of 99.21% and 99.51%, respectively.

Therefore, we suggested a YOLO model for skin disease classification by synthesizing the relevant work done
by these academics in the field of skin disease picture classification.

METHODOLOGY

First, using our dataset, which is dominated by kaggle, we trained and evaluated the classification performance
of a basic YOLO model. This dataset was typical in that it had very imbalanced categories and a tiny sample
size. Following the investigation, it was discovered that the YOLO model, which was the best-performing
model, had an excellent classification performance with accuracy rates of 95.3%.

The dataset description:

The dataset contains 878 images for skin diseases which are Actinic keratosis, Atopic Dermatitis, Benign
keratosis, Dermatofibroma, Melanocytic nevus, Melanoma, Squamous cell carcinoma, Tinea Ringworm
Candidiasis and Vascular lesion. This dataset is splitted into two categories which are “train” that contains 697
images and “test” that contains 181 images. Each image is labeled with the corrsponding disease and prepared
for the model training.

The model:

The YOLO model generates features for object detection based on input images. These properties are then
used by a prediction system to draw boxes around objects and identify the classes to which they belong. In this
stage, the photos are categorized using the YOLO based on the traits that were identified.
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The first object detector to link the process of class label prediction with bounding box prediction in an end-to-
end differentiable network was the YOLO model. Figure 1 shows three primary components for the YOLO
network which are:

e Backbone: An image feature-aggregating and feature-forming convolutional neural network at various
granularities.

e Neck: An arrangement of layers that blends and combines picture characteristics before forwarding
them to prediction.

e Head: Uses characteristics from the neck to determine classes and boxes.

Two-Stage Detector
 OneSageleetor
Input Backbgne Neck Dense Prediction || Sparse Prediction
- Var @ | g

|

Figure 1: YOLO components (Bochkovskiy et al., 2020)

Having stated that, there are numerous ways to combine various architectures at each significant component.
YOLO's primary contribution is to incorporate advances from other fields of computer vision and demonstrate
how, taken together, they enhance YOLO object detection.

Though they are frequently less mentioned, the steps used to train a model are just as crucial to the overall
effectiveness of an object recognition system as any other component. Let's discuss the two primary YOLO
training processes:

e Data augmentation: involves modifying the initial training data to expose the model to a larger variety
of semantic variation than what would be found in the training set alone.

e Loss Calculations: YOLO uses the GloU, obj, and class losses functions to compute a total loss
function. The goal of mean average precision can be maximized by carefully crafting these functions.

YOLO's translation of the Darknet research framework to the PyTorch framework is its most significant
contribution. With its fine-grained control over the processes encoded into the network, the Darknet framework
is mostly developed in C. The control over the lower level language is helpful for research in many ways, but it
can also slow down the translation of new research findings because each new addition requires the writing of
a specific gradient calculation. It is no small task to translate the training protocols from DarkNet to PyTorch in
YOLO and beyond.

Experiments and results:

The research has been implemented using Python. Around 878 images are taken from a dataset for
dermatologist for each category of disease. These images were then preprocessed through image labeling using
image labeling tool. Figure 2 shows a sample of the dataset for 7 different skin diseases:
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Figure 2: Dataset sample (Riya Eliza Shaju, 2023)

Every image in the sample has a label corresponding to the name of the disease, and the disease name
corresponds to the class name that is used to represent the disease during training and detection.

YOLO runs training data through a data loader, which enhances data online, with each training batch. Three
types of augmentations are made by the data loader:

e Scaling: refers to how the YOLO (You Only Look Once) architecture is adapted and optimized for
different levels of performance, typically balancing accuracy, speed, and model size.

e Color space adjustments: refer to preprocessing techniques used to enhance the model's ability to
detect and classify objects by modifying how color information is represented in the input images.

e Mosaic augmentation: is a powerful data augmentation technique used in YOLO to improve model
robustness and detection performance

In the context of the popular COCO object recognition benchmark, mosaic augmentation is especially useful in
solving the well-known "small object problem". This challenge has to do with how smaller items are perceived
more inaccurately than larger ones.

The experiment conducted on the dataset using operating system Windows 11, which was configured with
Core-i7 CPU and 4GB NVIDIA 16GB GPUs. The experiment run on 100 epochs on the labeled dataset. Figure
3 illustrate the training steps for the experiment which contains the losses and instances of the training process:

Epoch  GPU_mem box_loss obj_loss cls loss Instances size
36/99 a6 ©.0414  ©.01884  ©.01959 11 6ae: 100% || 14/14 [01:55<00:00, B8.27s/it]
Class Images Instances P R mAPS@  mAP50-95: 1aa%|i| 7/7 [00:33200:00, 4.77s/it]
all 213 280 0.615 0.702 0.665 0.397
Epoch  GPU_mem box_loss obj_loss cls loss Instances size
37/99 a6 0.0382 ©.01938 ©.01803 16 ca0: 100% || 14/14 [01:54<00:00, 8.21s5/it]
Class Images Instances P R mMAP5@  mAP50-95: waxlil 7/7 [00:33200:00, 4.81s/it]
all 213 280 6.597 0.769 0.74 0.445
Epoch GPU_mem box_loss obj_loss cls_loss Instances Size
38/99 06 @0_0383 ©.01951 ©.01923 22 e40: 100% || 14/14 [01:55<00:00, 8.27s5/it]
Class Images Instances P R wAP5e  map5e-95: 100k || 7/7 [00:33<00:00, 4.78s/it]
all 213 280 0.564 0.759 0.711 0.41

Epoch  GPU_mem box_loss obj_loss cls_loss Instances size

39/99 aG 0.04113 ©.02122 0.0237 22 c40: 100%| ) 14/14 (01:54<00:00, 8.21s/it]
Class Images Instances P R mAPse  map5e-95: 1ee% || 7/7 [00:33<00:00, 4.80s/it]
all 213 280 0.459 0.562 0.52 0.31

Epoch  GPU_mem box_loss obj_loss cls_loss Instances size

48/99 aG ©.03919 ©.01832 ©.02132 15 c40: 100%| ) 14/14 [01:55<00:00, 8.21s/it]
Class Images Instances P R mAP5®  mAP50-95: 1aa%|i| 7/7 [00:33<00:00, 4.75s/it]
all 213 280 8.539 0.668 0.621 0.382
Epoch  GPU_mem box_loss obj_loss cls loss Instances size
41/99 aG @.03965 ?.02039 2.01671 26 ca0: 100% || 14/14 [01:55<00:00, 8.265/it]
Class Images Instances P R mMAP5@  mAP50-95: wa%lil 7/7 [00:34<00:00, A4.89s/it]
all 213 280 0.555 0.742 0.721 0.442
Epoch GPU_mem box_loss obj_loss cls_loss Instances Size
42798 oG @.0391 ©.02124 0.0173 20 ca0: 100% || 14/14 [01:53<00:00, 8.09s/it]
Class Images Instances P R mAPse  map5e-95: leek || 7/7 [eo:33<e0:00, 4.81s/it]
all 213 280 0.587 0.817 0.751 0.485

Epoch  GPU_mem box_loss obj_loss cls_loss Instances size
43/99 oG ©.03868 ©.02084 ©.01971 14 640: 100%| [N 14/14 [01:54<00:00, 8.17s/it]
- 5 ® wabra  mapha-an- oo | S| 7/7 (00 32.00-08 A AAs/iEl

Figure 3: Training of the model

Following training completion, the trained batches' results are kept in the final model and annotated with the
class numbers. There will be many duplicate detections with overlapping bounding boxes even though we
disregarded weak detections. High overlapping box removal is achieved using non-max suppression. Figure 4
shows an example of how patch training display the results for the experiment patchs:

Page 649 - .
www.rsisinternational.org


http://www.rsisinternational.org/
https://rsisinternational.org/journals/ijrsi
https://rsisinternational.org/journals/ijrsi
https://rsisinternational.org/journals/ijrsi
http://www.rsisinternational.org/

INTERNATIONAL JOURNAL OF RESEARCH AND SCIENTIFIC INNOVATION (1JRSI)
ISSN No. 2321-2705 | DOI: 10.51244/1JRSI | Volume XI1 Issue XV April 2025 | Special Issue on Public Health

Figure 4: Sample batch training

Figure 5 display the precision and recall with a high accuracy reaches to 99.5% for some diseases:

Precision-Recall Curve
1.0 T T

Acnie 0.986

Dermatitis 0.995

Benign 0.995

Ibroma 0.995

Melanocytic 0.850
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Squamous 0.992
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Vascularlesion 0.995

= all classes 0.946 mMAP@0.5
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Figure 5: Precision and Recall

Also, in figure 5 the prediction is ranged from 99.5% to 99 % for most diseases. Table 1 shows the prediction
accuracy that results from the execution of the experiment where the overall score for the model is 98.74%:

Table 1: Model accuracy for the skin diseases — Training results

Disease Prediction
Acne 98.6%
Dermatitis 99.5%
Benign 99.5%
Ibroma 99.5%
Squamous 99.2%
Tinea 99.5%
Vascularlesion 99.5%
Overall 98.74%
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An automated Skin Disease detection system through machine learning using image processing techniques is a
rapidly developing field with much research work still under progress.

In the comparison with the previous research which based on model’s improvement on sensitivity results using
the SVM algorithm (95%) in comparison to the decision tree (93%) and even for the case of the KNN (94%)
algorithm, which indicates that the model outperforms on the large dataset using the YOLO [34]. Table 2
shows the results of those previous research which using the HAM10000 datasets:

Table 2: Results of previous used models

Model SVM KNN DT
Accuracy 97 95 95
Precision 97.71 95.71 95.14
Recall 97.57 95.57 95.14
F1-score 97.43 95.14 94.71
Log loss 11.37 15.59 17.37

The skin disease predictions are observed, and the remaining detections are eventually identified by drawing
bounding boxes around them and displaying the resultant image. Here is a sample for the prediction of some
diseases:

Figure 6: Prediction results after training the proposed model

In addition, the confusion matrix corresponding to the best accuracy of the model training is shown in figure 7:

Confusion Matrix

nnnnnnn

Predicted
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I
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H
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Figure 7: Confusion matrix of the training process
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DISCUSSION

Even while our suggested model performed well in classification on datasets with significant imbalances or
few samples, it was still far from perfect and contained flaws. For instance, the training and labeling of the
photos for the sample preparation in our suggested model required a significant amount of processing power,
and the training speed was comparatively slow. As a result, we will be providing more image labeling and
more samples in our future work to improve the detection quality, as it has been demonstrated that some
diseases are still not correctly diagnosed because of inadequate data sources. Furthermore, we want to evaluate
our proposed model on additional benchmark datasets representing various skin conditions.

CONCLUSION

In this study, we created a YOLO model for the classification of skin conditions using DarkNet. This model
has been chosen to be the base sub-classification model for our proposed model. In addition, each sub-
classification model's core block now includes an attention module, which aids the network in identifying a
region of interest and enhances object detection through picture categorization.

The original iteration of YOLO is exceptionally fast, effective, and intuitive. YOLO improves the state of
object detection using a new training and deployment framework for PyTorch, even though it does not yet
introduce new model architecture upgrades to the YOLO model family. Ultimately, these test findings proved
that the classification performance of our suggested model was superior.
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