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Abstract: In recent time, educational data mining (EDM) has 
received substantial considerations. Many techniques of data 
mining have been proposed to dig out out-of-sight knowledge in 
educational data. The Knowledge obtained assists the academic 
institutions to further enhance their process of learning and 
methods of passing knowledge to students. Consequently, the 
performance of students soar and the educational products are 
by no doubt enhanced. In this study, a novel student’s 
performance prediction model premised on techniques of data 
mining with Students’ Essential Features (SEF). Students’ 
Essential Features (SEF) are linked to the learner’s interactivity 
with the e-learning management system. The performance of 
student’s predictive model is assessed by set of classifiers, viz.  
Bayes Network, Logistic Regression and REP Tree. 
Consequently, ensemble methods of Bagging Boosting and 
Random Forest are applied to improve the performance of these 
single classifiers. The results obtained reveal that there is a 
robust affinity between learner’s behaviors and their academic 
attainment. Results from the study shows that REP Tree and its 
ensemble record the highest accuracy of 83.33% using SEF. 
Hence, in terms of Receiver Operating Curve (ROC), boosting 
method of REP Tree records 0.903, which is the best. This result 
further demonstrates the dependability of the proposed model. 

Keywords: EDM, Ensemble, Bagging, Boosting, Random Forest, 
Data mining, Classifiers, machine learning. 

I. INTRODUCTION 

here have been tremendous changes in educational setting 
across the globe in its functioning (Mishra, 2014). The 

increase of e-learning resources, instrumental educational 
software, the use of the Internet in education, and the 
establishment of state databases of student information has 
created large repositories of data (Koedinger, 2008). All this 
information provides a goldmine of educational data that can 
be explored and exploited to understand how students learn 
(Mostow, 2006). In fact, today, one of the biggest challenges 
that educational institutions face is the exponential growth of 
educational data and the use of this data to improve the 
quality of managerial decisions (Bala, 2012). 

Educational data mining (EDM) is concerned with 
developing, researching, and applying computerized methods 
to detect patterns in large collections of educational data that 
would otherwise be hard or impossible to analyze due to the 
enormous volume of data within which they exist (Romero, 
2010). EDM has emerged as a research area in recent years 
aimed at analyzing the unique kinds of data that arise in 
educational settings to resolve educational research issues 
(Baker and Yacef, 2009). When the concept of machine 

learning is applied in educational domain, then it is referred to 
as Educational Data Mining (EDM). In fact, EDM, can be 
defined as the application of data mining (DM) techniques to 
this specific type of dataset that come from educational 
environments to address important educational questions 
(Romero, 2010).In fact, EDM can be drawn as the 
combination of three main fields (See figure 1.0): computer 
science, education, and statistics. The intersection of these 
three fields also forms other subareas that are much related to 
EDM such as computer-based education, DM and machine 
learning, and learning analytics (LA). 

 

 

Fig 1. Fields related to educational data mining 

There are various techniques that are associated to the concept 
of data mining, this includes but not limited to association 
rule, classification, regression and clustering. Classification 
and prediction are the same except that prediction returns 
continuous numerical value or score while classification 
returns categorical value. Classification is a supervised 
learning technique (i.e. the class labels are known before the 
task) (Gupta, Gupta, & Singh, 2015).  

To classify or predict, there are several classification learning 
schemes such as logistic regression (example of the 
algorithms is LogitBoost), decision tree (with algorithms like 
ID3, C4.5, REP Tree, CART etc.), backtracking (ANN such 
as MLP, etc.), probability (such as Bayes Network, Naïve 
Bayes etc.) and many other learning schemes that are highly 
embraced to mine educational data. When any of these 
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algorithms is used to do classification as a lone classifier, it is 
referred to as a single classifier (Gupta et al., 2015). All these 
single classifiers are attached with one limitation or the others. 
Hence the need to improve their performance gives rise to 
ensemble method that combines many classifiers to form a 
unit. There are various ensemble methods such as Bagging, 
Boosting, Random forest, Stacking, Voting etc. (Shet, 2014).   

Yet it was observed that there are still areas that can be further 
explored, other algorithms can be applied in the ensemble 
frameworks with the aim of possibly increasing the prediction 
accuracy. Thus, this study is posed to explore other algorithms 
of different learning schemes of decision tree, logistic 
regression, backtracking and probability in various ensemble 
methods to predict students’ performance for comparison 
purpose.  

II. LITERATURE REVIEW 

Tama (2015) employed data mining to prevent the rate of 
inactive students. The study explored ensemble methods to 
unravel the major factors that influenced non-activeness of 
students in the school. The result from the study revealed that 
demographic attributes such as marital status and employment 
status in the society play a vital role in students’ activeness. 
Also, it was shown in the study that rotation forest has the 
best prediction accuracy compared to other classifiers. The 
study conducted by Wati et al. (2017) was carried out to 
unveil the causes of poor learning attitude of students in the 
school. The study focused on comparison of the performances 
of two data mining algorithms to predict student learning 
based on the student records (data set). After the experiment, 
the result showed that average percentage of both classifiers 
was above 60%, whereas Naïve Bayes has higher precision 
average. Mhetre (2017)  conducted a study to identify slow, 
average and fast learners among students. The study 
employed the techniques of data mining to predict the 
academic performance of student. Naive Bayes, J48, Zero and 
Random Tree models were trained and tested on the dataset. 
In the end, the result showed that Random Forest has higher 
accuracy over other three algorithms. The study by Amrieh et 
al. (2016)  was conducted to predict the academic 
performance of newly admitted student. Three classification 
techniques of machine learning were proposed and 
implemented to model the new data attributes features 
obtained from learner’s interactivity e-learning management 
system. Sequence to this, the result showed that learners’ 
behavior has impact on student’s academic performance. 
Baradwaj & Pal (2012) studied the use of classification data 
mining task to evaluate the academic performance of student. 
ID3 was applied to model student’s information. The study 
submitted that factors like attendance, class test, seminar and 
assignment etc. contribute to the dropout of students from 
their various studies. Since ID3 algorithm cannot handle 
numerical and missing values, therefore the study could have 
considered other decision algorithms like C4.5. The case 
study reported by Thakar et al. (2015) surveyed the 

Educational Data Mining (EDM) and its scope. After series of 
investigation, it was submitted that most of the studies are 
segregated and there is need for integrated methods. The study 
projected many factors that influence the performance of 
students in academic environment. Arora, Singhal, & Bansal 
(2014) conducted a study to improve the quality of education 
by using the available parameters that is relevant to students’ 
performance in citadel of learning. The study proposed Radial 
Basis Function (RBF) using Neural Network to predict marks 
obtained from courses. The results from the study showed that 
the proposed Radial Basis Function (RBF) using Neural 
Network is an effective tool to avert mishaps in students’ 
performance.  

Concept of Data Mining 

Data mining is the process of analyzing large amount of data 
from repository to unveil hidden patterns (knowledge) that are 
currently unknown and that are possibly useful in supporting 
the decision-making process (Rokach, 2005). Generally, data 
mining is carried out with the aid of using mathematical, 
statistical, artificial intelligence, and machine learning 
techniques. Data mining could therefore be defined as 
application of machine learning techniques on data set, based 
on the commonest technique often deployed.  

Data mining is also termed as Knowledge Discovery in 
Database (KDD), it simply means extraction or “mining" 
information from large repository of data. Data mining 
techniques are used to explore large volumes of data with a 
view to discovering hidden patterns for decision making 
process. While data mining and knowledge discovery in 
database are mostly used interchangeably, data mining is 
actually part of the knowledge discovery process (Baradwaj & 
Pal, 2012). Data mining refers to a particular step in the 
Knowledge discovery process. It consists of algorithms that, 
under acceptable computational efficiency limitations, 
produce a particular enumeration of patterns (models) over the 
data (Rokach, 2005). Data mining is also a process of 
extracting nontrivial, valid, novel and useful information from 
large databases. Data mining can be viewed as a kind of 
search for meaningful patterns or rules from a large search 
space, that is, the database (Thakar et al., 2015).  

Process Steps in Knowledge Discovery 

Process steps is mostly the first step in data analysis, this is 
the process whereby unstructured dataset is being explored in 
order to uncover initial patterns, characteristics and points of 
interest to the users. This process does not reveal every bit of 
information the dataset is carrying, but rather it helps to create 
a broad picture of valuable trends and major points to study in 
greater details. The data exploration is usually carried out in 
the seven sequential steps as highlighted below: 

Data cleaning: The removal of noise and other inappropriate 
data contained in the raw data collected is done in this phase.  
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1. Data integration: This stage involves combination of 
diverse data sources with the aim of forming a single 
unified dataset for the mining task.  

2. Data Selection: This is the stage where the necessary 
data for the mining task are filtered out from the 
various dataset available or from various sources.  

3. Data transformation: This is the phase where the 
required data are converted into the suitable format 
to suit the form required in a given task, this include: 
smoothing, normalization, discretization, aggregation 
etc.  

4. Data Mining: This stage is where mining method and 
tools are applied on the ready-to-use dataset as 
dictated by the given task. 

5. Pattern evaluation: Given measures are used as 
yardsticks to describe attractive patterns that 
represent knowledge.   

6. Knowledge representation: For users to really 
understand the result and able to interpret it, this 
stage uses appropriate representation techniques to 
convey the knowledge discovered to the users. The 
output format is often determined by the input 
format. But, the beauty of any knowledge discovered 
is when the users can easily understand it.   

Data Mining Tasks 

The patterns to be discovered depend on the data mining tasks 
applied (Badr, Din, & Elaraby, 2014). Broadly categorized, 
data mining tasks are as follows: 

1. Predictive tasks: these tasks use the output to 
characterize the general properties of data. These 
include: Clustering, Summarization, Association, 
Sequence Analysis, etc. 

2. Descriptive tasks: these tasks perform functionalities 
on the provided dataset to predict how similar data 
set will behave. These include: Classification, 
Predication, Time series analysis, Regression etc. 

Learning Scheme 

This refers to the technique deployed in the construction of 
models i.e. how the models are trained. 

There are following learning scheme in data mining but not 
limited to:  

1. Decision tree: example of algorithms are: ID3, C4.5, 
REP Tree, CART etc. 

2. Backtracking: such as Neural Network (this could be 
Single Layer Perceptron, Multilayer Perceptron etc.) 

3. Probability: examples are Naïve Bayes, Bayes Belief 
Network etc. 

4. Logistic Regression: example of the algorithm is 
LogistBoost algorithm 

 

Ensemble Methods—Increasing the Accuracy 

Composite methods(ensemble methods) are reported as means 
for improving classifier and predictor accuracy (Moniz & 
Branco, 2017). Bagging and boosting are two such means that 
use a blend of models. Each joins a series of k (k is an integer) 
learned models (classifiers or predictors), M1, M2 … Mk, with 
the aim of creating an improved composite model, M. Both 
bagging and boosting can be used for classification as well as 
prediction. Other methods include but not limited to Stacking, 
Voting and Random Forest. Since every model is 
characterized with various drawbacks, the ultimate objective 
then is to join the strength of all models in other to enhance 
the accuracy. Also, ensemble methods are more vigorous in 
the presence of noise. 

Bagging as an ensemble method works by selecting tuples 
randomly (this principle or process is called Bootstrap 
Aggregating) while developing the model. The models are 
built simultaneously and the average is taken to form the 
overall decision (result) of the ensemble model. It thus 
decreases variance but it is prone to bias. Shet (2014) studied 
the efficiency of bagging method and it was submitted that 
bagging efficiency is relatively high. 

Boosting on the other hand improves on bagging. The model 
is developed sequentially, the wrongly classified tuples by the 
previous classifier would now be assigned more weight to 
receive more attention in the next classifier in the series. In 
the end, the weighted average is taken to form the final 
decision. Boosting is susceptible to overfitting.  Vinodhini & 
Chandrasekaran (2018) reported in their study that boosting 
method is effective and efficient in prediction or 
classification. 

Random Forest is an ensemble learning method 
for classification, regression and other tasks, that operate by 
constructing a multitude of decision trees at training time and 
outputting the class that is the mode of the classes 
(classification) or mean prediction (regression) of the 
individual trees. Random decision forests correct for decision 
trees' habit of overfitting to their training set. Random Forest 
works like bagging but in an enhanced way. In addition to 
random sampling of data points as obtained in bagging, 
Random Forest also performs random sampling on features 
thereby obviating feature engineering. 

This is an ensemble method that is explicitly planned for 
decision tree classifiers. It aggregates predictions made by 
decision trees under review. Each tree is produced by using 
bootstrap aggregating and the values of an uncorrelated set of 
random vectors. The random vectors are created from a static 
probability distribution (Johnson & Aguiar, 2014). 

III. METHOD 
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Fig 2: System Model 

Data Acquisition 

The dataset used in this study was retrieved from Kaggle 
online machine learning repository and it is readily available 
for data mining. This dataset was originally collected from 
students through learning management system (LMS) called 
Kalboard 360. The dataset contains records of 480 students 
with 16 attributes. These attributes are classified into three 
categories as follows. Category 1 (Demographical Attributes): 
gender and nationality, place of birth and parent responsible 
for student. Category 2 (Education Background): educational 
stage, grade level and section. Category 3 (Behavioral 
Attributes): raised hand in class, visited resources, parent 
answering survey and parent school satisfaction. 

Development of Ensemble Models  

The system used in the development of ensemble models in 
this research is the Waikato Environment for Knowledge 
Analysis (WEKA). WEKA is a machine learning system 
developed by the University of Waikato in New Zealand that 
implements data mining algorithms using the JAVA 
programming language. WEKA is a contemporary tool for 
developing machine learning techniques and their deployment 
to actual domains of interest like crime detection and so on. 
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Fig 3. WEKA Graphical User Interface

Effective Features 

Correlation Based Feature Selection (CFS) is applied to 
decide the most important attributes in predicting student’s 
performance. Table 1.0 presents the results of selected 
features. Search method of best first was used. CFS started set 
was with no attributes. Forward Search direct
employed in the search. Stale search after 5 node expansions 
was recorded. Total number of subsets evaluated stood at 121. 
Merit of best subset found set at 0.564.

Table 1:  Result of CFS feature selection on the dataset

SN Selected Attributes 

1 Relation 

2 Raisedhands 

3 VisITed Resources 

4 Discussion 

5 Parent Answering Survey 

6 Student Absence Days 

As shown in the table above, 6 attributes are selected as most 
important out of total 16 attributes. Hence, these attributes 
returned by this feature selection method is referred to as 
Students’ essential features (SEF) in this study.

Evaluation and Measurement Terms

The evaluation of the models is done using the confusion 
matrix values as basic measurement parameters. Its 
derivatives are also used.  

Table 2. Confusion Matrix
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  False Positive (F
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where correctly calculated. Precision is the ratio of the 
correctly classified cases to the total number of misclassified 
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Accuracy is the proportion of the total number of predictions 
Precision is the ratio of the 

correctly classified cases to the total number of misclassified 
cases and correctly classified cases. Recall is the ratio of 
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correctly classified cases to the total number of unclassified 
cases and correctly classified cases. In addition, F-measure 
combine the recall and precision which is considered a good 
indicator of the relationship between them, while ROC Area, 
is a curve generated by plotting the true positive rate against 
the false positive rate at various threshold parameter 
adjustments. Measurement of accuracy is done using the area 
under the ROC curve. A perfect model should have its ROC 
Area = 1, the closer the ROC value to 0.5 the worse it is. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇௉ + 𝑇ே

𝑇௉ + 𝐹ே + 𝐹௉ + 𝑇ே
 

𝑃𝑟𝑒𝑐𝑖𝑜𝑛 =
𝑇௉

𝑇௉ + 𝐹௉
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇௉

𝑇௉ + 𝐹ே
 

𝐹.𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
𝑃𝑟𝑒𝑐𝑖𝑜𝑛௖ × 𝑅𝑒𝑐𝑎𝑙𝑙௖
𝑃𝑟𝑒𝑐𝑖𝑜𝑛௖ + 𝑅𝑒𝑐𝑎𝑙𝑙௖

 

IV. RESULTS ANALYSIS 

Table 3: Results as Single Classifiers and as Ensemble Method during Training 

Evaluation 
Measurement 

Single classifiers 
 

Bagging (Ensemble) Boosting (Ensemble) 

Classifiers B N L R REP Tree B N L R REP Tree B N L R REP Tree 

Accuracy 74.7685 74.537 69.9074 75.2315 75.2315 73.6111 74.7685 74.537 70.8333 

Precision 0.749 0.745 0.698 0.753 0.752 0.736 0.749 0.745 0.707 

Recall 0.748 0.745 0.699 0.752 0.752 0.736 0.748 0.745 0.708 

F-Measure 0.747 0.745 0.698 0.750 0.752 0.866 0.747 0.745 0.707 

ROC 0.868 0.871 0.822 0.874 0.869 0.736 0.845 0.812 0.844 

 

Table 2.0 presents the result obtained during training as single 
classifiers and also as ensemble method. This is not 
conclusive since it is a training stage, what matters most is the 
success records during testing stage. As observed in above, 
bagging method of Bayes Network did well during the 
training stage with accuracy of 75.23%.When the Logistic 

Regression and its ensembles are experimented on, the 
training stage showed Bagging (Logistic Regression) 
performed better with 75.23% accuracy. Also,it is observed 
that Bagging (REP Tree) returned better results of 73.61% 
prediction accuracy compared to others ensemble method i.e. 
boosting. 

Table 4: Results as Single Classifiers and as Ensemble Method during Testing 

Evaluation 
Measurement 

Single classifiers 
 

Bagging (Ensemble) Boosting (Ensemble) 

Classifiers B N L R REP Tree B N L R REP Tree B N L R REP Tree 

Accuracy 81.25 81.25 83.3333 81.25 81.25 83.3333 81.25 81.25 83.3333 

Precision 0.742 0.811 0.827 0.807 0.811 0.812 0.742 0.810 0.827 

Recall 0.813 0.813 0.833 0.813 0.813 0.833 0.813 0.792 0.833 

F-Measure 0.775 0.808 0.823 0.804 0.808 0.815 0.775 0.783 0.823 

ROC 0.921 0.961 0.851 0.946 0.955 0.886 0.897 0.927 0.903 

 

The results obtained during the testing stage showed that there 
is no difference between the single classifier of Bayes 
Network and its experimented ensembles. This shows that 
Bayes Network and its ensembles recorded the accuracy of 
81.25%. However, in terms of Receiver Operating Curve 
(ROC) Bagging (Bayes Network) achieved 0.946 which is the 
highest. Hence, Bagging (Bayes Network) could be safely 
picked as being the best in this case. The results of Logistic 
Regression and its ensembles during testing stage. Just as 
observed in the case of Bayes Network also, the results 
showed that the prediction accuracy of students’ performance 
are the same with single classifier of Logistic Regression and 
its ensembles. Logistic Regression and its ensembles recorded 

81.25% prediction accuracy. However, choosing best 
classifier will involve the consideration of other factors such 
as Receiver Operating Curve (ROC). Single classifier of 
Logistic Regression records highest value for ROC with 0.961 
which is the closest to 1. However, the results of prediction 
with REP Tree and Its Ensembles during testing stage. Same 
value is recorded across board here also. Single classifier of 
REP Tree and its ensembles returned prediction accuracy of 
83.33 %.  However, to select the best classifier will now 
involve the consideration of other factors such as Receiver 
Operating Curve (ROC). Boosting method records highest 
value for ROC with 0.903 which is the closest to 1. 
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Table 5: Performance Evaluation/Measurement of Random Forest 

PARAMETERS 
Random Forest 

(Training) 
Random Forest 

(Testing) 
Correctly Classified Instances 

(%) 
74.537 79.1667 

Precision 0.746 0.806 

Recall 0.745 0.792 

F-Measure 0.745 0.784 

ROC AREA 0.877 0.875 

Table 3.0 presents the prediction results of Random Forest. It 
is observed that Random Forest could match not up with the 
previous classifier of Bayes Network, Logistic Regression and 
REP Tree, both as single classifiers and their ensembles.  

With the results of this study, it can be deduced that the REP 
Tree performed better compared to others in predicting 
students’ academic performance with prediction accuracy of 
83.33%. This means that 30 of 38 students (testing set) are 
correctly classified to the right class labels (High, Medium 
and Low) and 8 students are incorrectly classified. The results 
of this study further prove the reliability of the proposed 
model. Compared to the study by Amrieh et al. (2016a), REP 
Tree performed better than all the single classifiers (C4.5, 
Neural Network and Naïve Bayes) deployed together with 
their ensemble of bagging, boosting and random forest in the 
study. The highest value recorded by Amrieh et al. (2016a) for 
prediction during testing is 79.1% while 82.2% is recorded 
during validation.   

V. CONCLUSION 

Consequently, ensemble methods are applied to improve the 
performance of these single classifiers. Bagging, Boosting and 
Random Forest (RF), which form the array of most frequently 
used ensemble methods as reported in different literature are 
deployed. The obtained results reveal that there is a strong 
relationship between student’s essential features and their 
academic achievement. The accuracy of student’s predictive 
model using students’ essential features in the case of REP 
Tree as single classifier and in ensemble methods achieved 
83.33% prediction accuracy. In terms of ROC, boosting 
method of REP Tree achieved best with 0.903.   
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