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ABSTRACT

Reinforcement Learning (RL) has showcased remarkable success in various domains. However, its performance
often degrades in the environment with complex structures and distributed rewards. Graph-Based Reinforcement
Learning (GBRL) is an approach that combines the strengths of Graph Theory with Reinforcement Learning to
optimize complex decision making problems in any networked system. This paper proposes an approach of
integrating Reinforcement Learning approaches with Graph Neural Networks (GNNs)to enhance the learning
pipeline and model structured data by utilising their capacity. We present an approach that uses GNNs
represented as graphs that enables RL agents to get dependencies between entities and access information
through them. This paper exhibits GBRL techniques and their application in different domains. A framework of
GBRL methods and its advantages over RL methods in working on graph-based data. This work highlights the
synergy between graph-based learning and decision-making, offering a promising direction for solving high-
dimensional and structured RL tasks more effectively. We also summarize the key challenges and the open
research directions in this field.

Keywords— Graph-Based Reinforcement Learning (GBRL), Reinforcement Learning (RL), Graph Neural
Networks (GNN), Convolution Neural Networks (CNNs), Deep Reinforcement Learning (DRL), Temporal
Difference (TD), Asynchronous Advantage Actor-Critic (A3C), Advantage Actor-Critic (A2C), Deterministic
Policy Gradient (DPG), Deep Deterministic Policy Gradient (DDPG), Multi-Relational Graph (MR-Graph),
Multi-Relational GNN, Markov’s Decision Process (MDP), Monte Carlo (MC) methods, Deep Q-Network

(DQN)
INTRODUCTION

Recently the development of networked systems has boosted the interest in the methods that can efficiently
handle complex and structured data which these systems generate. GBRL emerges as an encouraging method
that utilises the power of reinforcement learning with graph theory to address decision making problems. The
relationships within entities represented as graphs, GBRL allows refine understanding of problem space,
enabling an effective learning and decision making. Conventional RL approaches struggle with interconnection
and complexity present in graph structured data. GBRL deals with these challenges by using graph methods with
RL algorithms, giving better exploitation and exploration of the network structure. This has tremendously
implicated various domains, like biological systems, social networks, communication networks, and
transportation systems, where optimization and understanding between interactions among entities is crucial.
This paper aims to give a broad overview of GBRL, exploring its approaches, potential future directions and
applications. The paper begins with the fundamental concepts of RL and graph theory, followed by the
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Figure 1: Graph Based Reinforcement Learning (GBRL) : Goals with problems that GBRL solves details of

GBRL techniques. With this paper, we intend to highlight advantages of GBRL and identify key challenges with
the proposed strategies for advancing this field.

A. Graph Based Reinforcement Learning

The GBRL techniques pertinence are broad, as they exhibit versatility of the graph frameworks formed of
interconnected entities with their relationships. Beyond the description of the problems, it is normal to address
questions on optimization, where the goal is intervening the system to improve properties. The requirements for
GBRL can be summarized as:

1. Graphs are appropriate for problems under consideration, with edges and nodes having clear semantics.
2. Decision-making is possible to intervene in systems beyond mere observation.

3. To solve a problem approximately is acceptable.
LITERATURE REVIEW

The progress of GNNs enables effective representation learning in various fields [1] including social networks,
NLP [2, 3], recommender system [4], social events [5, 6, 7], computer vision and physics [8]. GNN models can
show optimal performance over huge datasets on different tasks like node clustering [9, 10], link prediction [11,
12, 13], graph classification [14, 15, 16, 17] etc. As per the difference in modeling for actual graph data, we can
divide GNN methods into homogeneous GNN, heterogeneous GNN, and multiple graph learning models.
Homogeneous GNN are those methods that overlook data type of nodes or attributes of edges on graphs.
Classical methods include GCN [18], Graph-SAGE [19] and GAT [20]. Heterogeneous GNN approaches
consider the heterogeneity of node or edge types. Considering diverse edges in actual data, more relational GNN
including R-GCN [21], FdGars [22], SemiGNN [23] and GraphConsis [24] were developed. Apart from
homogeneous and heterogeneous GNNs, multi-graph neural network models [25, 26, 27, 28, 29] fuse the
multiple characterizations to learn the embedding of graph data. Recently, GNNs have been used to compute
and model graph-based data to predict relationships in graphs and improve the ability to reason. These models
establish rules for graph-based data, from biological network analysis to social media, optimization and network
modeling [30]. GNN emerges as a tool to solve graph mining problems. With the advancement of technology,
RL algorithms have generated many directions of development. The value based basic algorithms are Q-
Learning algorithms [31] and DQN [32] algorithms, that use value functions to gauge and reduce occurrence of
the optimal situations. whereas policy-based algorithms directly perform iterative calculations on the policy such
as PPO [33]. The Actor-Critic RL methods combine advantages of both value-based and policy-based. Formerly
there were a few attempts to integrate GNNs and RL. A model, DGN+GNN [34] is used to generalise network
topologies, where GNNs allow the RL agents to operate on different networks. A RL based graph model,
G2S+BERT+RL [35] is for natural question generation, GNN is made to process the directed graph passage.
Other works [36, 37, 38] investigate how GNNs improve the generalisation ability of RL. Also there are
numerous studies that show RL can be optimized on graphs. DeepPath [39], GraphNAS [40], Policy-GNN [41],
RL-HGNN [42] are a few examples.
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METHODOLOGIES AND APPROACHES

For this subsection, the goal is the introduction of the RL algorithms and to draw their connections to graphs.
Graph RL methods presented rely on a huge variety of algorithms, each of which is characterized by distinct
principles and assumptions. It is rather not possible to cover all algorithms, it is necessary to give some of them
for solving MDPs.

A. Dimensions of RL Algorithms
There are different RL methodologies used in different applications.

Model-based algorithm and Model-free algorithm: To be specific, let's assume state space (S) and action space
(A) known as a model M = (P, R) refers to having an estimate of transition function (P) and reward functions
(R). Model-based algorithms can add knowledge to greatly optimize learning speed up. It can be used in the
form of mathematical set descriptions that define P and R fully. It is beneficial where authenticity is expensive
to generate and where there is a negative impact on executing poor policies (e.g., robotics). When equipped with
the perspective of the world, policy is planned by the agent, either decision-time planning, or background
planning. In Model-free algorithms, P is corresponding to the density estimation problem, while R is the
Supervised Learning problem. It has simple learning architectures. This has higher model complexity, i.e. they
need more interactions with the environment to train.

On-policy and off-policy: The differentiation relies on the occurrence of these two policies: behavior policy
which is used to interact with the environment and target policy is the policy that is being learned. The behavior
and target policy are same in on-policy methods while they are different in off-policy algorithms. On-policy
methods are used as special cases while off-policy methods are more flexible.

Sample-based and Temporal Difference: The sample-based methods rely upon environmental interaction
samples, rather than complete knowledge of MDP. Temporal Difference (TD) methods are based on samples of
experience. They are biased with less variance.

RL Methods

Recently, RL methods have achieved a huge success in varied applications that automatically handles sequential
decision based problems in environments via decision making and goal directed learning, these types of methods
achieve huge success in many games. RL is developed as an MDP, a sequential-decision making mathematical
model whose actions affect current rewards, the subsequent states with future rewards. In MDP, prediction
problems and control problems are implemented using dynamic programming.

The definition of MDP says the tuple {S, A, T, R, p(So), y}, where S is set of all possible states, which are
generalization of environment, A means set of actions which are adopted in states, which are agent’s all possible
actions, R : §x4 xS—R shows reward function, which are rewards returned by environment to agent after an
action’s execution, 7': SxA— p(S) is denoted by state transition function, y € [0, 1] indicates the discount factor,
that is treated as hyperparameter of agent and uses to promote faster availability of rewards to agent. Figure 2
shows the process of agent’s interaction with the environment.

Here, to find a policy @ is our goal that maximises Q(s, a) the expected action-value function, (1) defines the
target policy.

*

nt = argmlssz(s, a)

= argmgthn'T [Zf:o Vkrt+klst =s,a; = aj (1)

where m* is equal or better than all other policies. Further we provide fundamental concepts of the different
popular RL methods.
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Figure 2. Process of interaction between the agent and the environment.

1) Q-Learning: Q-learning and Temporal Difference (TD) learning methods are off-policy learners, which are
an important result to early research on RL. The values on the Q-table are directly updated by target policy in
Q-learning to achieve selection of optimal policy, whereas behavior policy employs e-greedy policy for the semi-
random exploration of environment. The action-value function Q has a learning goal to be learned in Q-learning.
By direct approximation the optimal action-value function gx are learned, so that Q-learning algorithm can
formulate as (2).

Q(st, ar) « Q(spap) + a[Reyq + Vmng(stﬂ: a) — Q(spa)] (2)

where the equation (2) denotes state st which explores an environment with behavior policy that is based on
values in Q-table at timestamp t. It performs an action a, the reward as R and a new state as s;,, is obtained
based on environmental feedback. The given equation has been executed to update the latest Q-table. It will
continue updation of new state s;,,, after completion of the operation until termination time t.

2) Reinforce: REINFORCE doesn’t optimize directly based on policy space, rather learns parameterized policy
without being known about the intermediate value estimation function, that uses Monte Carlo method to learn
policy parameters with estimated returns and full trace. This method makes a neural-network based policy which
takes inputs as states and gives output as probability distribution in operation space. This policy = parameterize
0 a set of weights so that z(s; ) = x(s), that is action probability distribution on state, and REINFORCE is
updated (3).

9
dwyj = a;;(r — byj) mln g: (3)

where a non-negative learning factor is «; ;, discounted reward value is denoted by r, and representation function
of state b; ; is for reducing variance of gradient estimate.

3) Actor-Critic: Actor-Critic algorithm uses a value function and a parameterized policy, where a better A(s, a)
estimate of computation of the policy gradient is provided by the value function. This algorithm elaborates both
state and policy value functions by combining advantages of policy gradient and value function based
algorithms. The Actor in this method, denotes policy function for learning policy that can be obtained as any
number of rewards as possible. Whereas the Critic represents an estimated value function that is used for
evaluating estimated value of current policy. Figure 3 here showcases the framework of the Actor-Critic
algorithm. For the RL algorithms, the basic framework like A3C, A2C, DPG, DDPG is the Actor-Critic
Architecture.

4) Deep Q-Network: Q-learning algorithm along with Q-table in large scale graph-structured data suffers from
the problem of large number of intermediate state values, causing dimensional disaster. To address this
challenge, a method is proposed which combines neural networks and value-function approximation through
action or state space reduction and function approximation. DQN is misused to learn the policies by the
leveraging of deep neural networks. It is proposed to use Q-learning algorithms for representing states with graph
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embeddings, according to properties of graph-structured data, to minimize impact of non-Euclidean structure on
Q-table scale. In general, DQN combines Q-learning with deep learning and approximates action-value function
with deep neural-networks,

4}[ Actor %

&
&,

Error

» Critic ]
) Y

Environment ]47

Figure 3. Framework for Actor-Critic algorithm. Here from the given environment, the Actor receives a state
and selects the action to be performed. In the meantime, Critic receives its current state and state that is generated
by previous interactions and calculates TD error to update Actor and Critic.

and obtains {s, a, I, St+1} the trace from interaction of agent with environment. It can implement successful
policies from high dimensional sensory inputs by using the end-to-end RL. The loss function L(0¢) of this method
is given by (4).

L(6;) = E[(r +)’Tgf1xQ9t_1(5t+1:at+1) - Qet(st: at))z]("r)

To stabilize the training process DQN gives two techniques: (1) A buffer replay to reuse past experiences. (2) A
separate target-network that can be periodically updated.

B. Graph Embedding Methods

Graph Neural Networks term means a deep embedding method. Let's recall the graph G = (V, E) in which v;
nodes have feature vectors x,, and, optionally, with Xe, ;@S edge features. The goal here is to get h,,, an embedding

vector for each of the nodes that captures features along with structure of interactions on a given graph. The
calculation or generation of the embedding vectors takes place in | €1, 2, ..., L layers, where L represents the

final layer. h,(,?can be used to denote the embedding of vi nodes in the | layer. Notation W | indexed by the
subscript, represents a weight matrix which depicts the block of learnable parameters in the layer | of the Graph
Neural Network model. Unless the embeddings were initialized with node features, hffi’) = Xy, VVi EV.

1) Message Passing Neural Network: Message Passing Neural Network (MPNN) (Gilmer et al., 2017) is the
framework which abstracts many of the graph learning architectures, along with serving as one of the useful
conceptual models present for deep embedding methods. It has layers that apply M(l) a message function and U
() a vertex-update function, to compute embeddings.

+1 l l
D Z M(D(hf,i),hf,j),xei’j)

v;
vieN(V;)

I+1 l +1
Ry = UO R, mGY) 5)
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where N(vi) represents the open neighborhood of node vi . Afterwards, | the readout function is applied to
calculate

embedding for entire graph from the final node embeddings set: I({hffi)|})l({h (L)vilvi € V }). The message
function and vertex-update functions are learned. The readout function can either be fixed a priori or learned.

2)Graph Convolutional Network: Graph Convolutional Network method (GCN) (Kipf & Welling, 2017) is
simpler to merely rely on multiplication of features of nodes with weight matrix together with degree-based
normalization. It is a first-order approximation of local spectral filters on the graphs. As it can be created as the
series of matrix multiplication, it scales well to the large graphs with millions of edges while giving superior
performance to the other methods of embedding at the time. It can be formulated as:

h®
vj
vjeN[v;] \/(1+deg(vi)(1+deg(vj))) (6)

HOY = ReLUW, " 3

where degree of node vi is indicated by deg(vi), and closed neighborhood of node vi by N[v;], including all its
neighbors as well as v; itself.

3) Graph Attention Network: Graph Attention Network model (GAT) (Veli¢kovi¢ et al., 2018) proposed use of
the attention mechanisms (Bahdanau et al., 2016), it is considered as a way to do flexible aggregation on the
neighbor features. Coefficients of learnable aggregation enables an increase in the expressibility of the model,

which translates gains in the predictive performances over GCN for the classification of nodes. Let 51'(,? be

denoted as the attention coefficient that shows importance of features of node v;j to the features of node vi in the
layer I. It is computed as:

l l l l l
exp( LeakyReLU (O [W ()| |w] )hf,j)nwz( )xei’j]))

iy = @)

l l l l l
¥y jexp(LeakyReLU(OT (w )hf,i)uwl( OhPjwf )xei’k))

vkE_N[vi
Where the exponential function is represented by exp(x) = €*, weight vector is 0 that parametrize attention
mechanism and concatenation is denoted by [-II-]. The activation function LeakyReLU(x), which gives the non-
zero values for negative inputs, according to arr the small slope, is equal to aLrX if X <0, and x otherwise. For
the given attention coefficient, node embeddings can be calculated according to the rule given below.

1+1 l l l
e = Ty enwg Gy WAORY) 8)
Connections Between GNN and RL

This section will discuss the relationship between GNN and RL in context to GBRL framework. Learning
techniques that are designed for the operations on graphs are used commonly as the function approximators
which are considered as part of RL algorithms. GBRL methods are goal driven and constructive, which allows
for the flexibility in finding embeddings relevant to the objective function that is to be optimized without any
fine-grained supervision signal. Alternatively, primitive graph learning benchmark to rely on the supervised
learning and availability of granular examples. The work on molecular optimization is an exception (You et al.,
2018a), which has used a GCN as a differentiator trained on the example molecules which provide a part of the
reward signal. It is noteworthy as another line of recent work that connects GNNs and RL. In this work, a
representation of a graph is constructed where nodes are states, and edges represent transitions to be determined
by actions.

CHALLENGES AND GAPS

Irrespective of the potential of GBRL, several gaps and challenges in this research are needed to be addressed.
These challenges highlight the opportunities for further improvement of GBRL methods:
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1) Scalability: Scalability to large-scaled graph-structured environments is a challenge of GBRL algorithms.
Processing huge amounts of data efficiently and managing its computational complexity remains its significant
hurdles.

2) Learning in Dynamic Environments: Many graphs are dynamic in the real world, with edges and nodes
evolving over time. Recent GBRL methods struggle in adapting these changes, demanding algorithms capable
of handling dynamic graphs for the development.

3) Generalization and Transfer Learning: Essuring GBRL models to generalize within different domains and
tasks is crucial. Difficulties faced by current approaches in transferring knowledge to a new and unseen
environment, with spotlighted need to improve transfer learning techniques.

4) Explainability and Interpretability: With increasingly complex GBRL models ensuring their decisions are
interpretable and explainable for practical applications. Remains a significant challenge is enhancing
transparency.

5) Quality and Data Sparsity: For effective learning high-grade with broad scope of graph data is essential.
However, noise, data sparsity or missing information can inhibit performance of GBRL models. It is critical to
develop methods for handling these data issues.

6) Multi-Agent Coordination: In multiple agents involved scenarios, ensuring an effective collaboration in a
graph-structured environment and coordinating the actions of these agents can be challenging.

7) Evaluation and Benchmarking: For GBRL, the deficiency of standard criteria and evaluation metrics makes
it difficult comparing different approaches and measuring progress. Making comprehensive criteria frameworks
IS necessary for the development of the field.

8) Societal and Ethical Implications: As implementation of GBRL techniques to real-world problems, it is
crucial to understand and address their societal and ethical implications. Ensuring accountability, fairness and
reducing biases in GBRL models are the most important considerations.

With these challenges and gaps addressed, the GBRL techniques can progress in developing more practical,
scalable and robust solutions for complex decision-making problems.

FUTURE RESEARCH SCOPE

GBRL has great capabilities for addressing different kinds of complex real-world problems. Whereas, there are
several open questions and challenges that need further investigation. The below given areas represent various
directions for future research in the field of GBRL:

1) Efficiency and Scalability: It is crucial to develop algorithms which can further scale to large and complex
graph-structured environments. Optimization of computational resources and improvement of scalability of
GBRL methods should be future research focus.

2) Generalization and Transfer Learning: An important area to explore is enhancement of capabilities of GBRL
algorithms in transferring learned knowledge within different domains along with the generalisation of new and
unseen environments. Investigation techniques for new domain adaptations and transfer learning will also help
in achieving this goal.

3) Multiple Agent Systems: GBRL extension to multiple agent systems, where agents learn and interact
simultaneously within these graph-structured environments, presents a unique challenge. Further research in
these directions can lead to advancement in coordination among agents and collaborative decision-making.

4) Dynamic Graphs: As many real-world graphs are dynamic in nature, with edges and nodes changing over
time. Development of GBRL methods that can adapt such dynamic graphs while learning from data is a thrilling
research direction.
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5) Interpretability and Explainability: For practical applications, ensuring the transparency of GBRL models
and their decision-making processes is essential. Future work must focus on enhancing the explainability of the
GBRL algorithms making them much more trustworthy and more accessible to users.

6) Real-World Applications: Further research in the emerging fields such as cybersecurity, healthcare, smart
cities etc is needed to explore the potential of GBRL.

CONCLUSION

GBRL represents a remarkable advance in the machine learning domain, offering distinct capabilities for
handling complicated problems of decision-making in graph environments. By combining the concepts of RL
with graph theory, GBRL enables efficient exploitation and exploration of relationships within a network or
networks, enhancing performances across applications. This paper highlights the principles, methodologies and
various applications of GBRL. It also identifies the key challenges and gaps in current research, emphasising on
the need for adaptive, scalable and interpretable GBRLs. The way to more robust and practical implementation
of GBRL can be addressed through these challenges in real-world scenarios. In conclusion, GBRL provides a
framework to better understand and optimize complex networked systems. As the research progresses in this
area, we predict that GBRL plays a pivotal role in the addressing of some pressing challenges in this
interconnected world.
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